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Preface 
The energy system is slowly shifting from a hierarchical fossil fuel based systems, to a distributed 

network based renewable energy system. This transformation is driven by a governmental push, a 

social desire, and market effects. This transition requires extensive planning to provide a reliable, and 

cost efficient energy system. The complex, and diffuse nature of the built environment leaves city 

planners, and system designers with a great challenge to incorporate sufficient renewable energy 

generators in the built environment, without administrating large adjustments to the existing 

structure.  

The purpose of this research is to develop a techno-economic energy model which incorporates GIS 

data to allocate, and generate the most optimal solution for the integration of renewable energy 

technologies in the built environment. More specifically, to allocate renewable energy technologies on 

business premises. An attempt is made to incorporate spatial constraints, and thereby develop a 

spatial decision support tool to help system designers with the allocation of renewable in the built 

environment.  

Now in front of you lie the results of this research; my graduation thesis for the master Construction 

Management and Engineering at the Eindhoven University of Technology. I have chosen for this topic 

to try to make a contribution towards the transition from a fossil fuel based energy system to a 

distributed and renewable based energy system.  

Furthermore, I would like to thank Saleh Mohammadi and Brano Glumac for their patience during 

this graduation process. Also, I would like to thank my girlfriend, my parents, and my friends who 

supported me, and who helped me develop new insights in this problem.  
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Management Summary 
The energy system is transforming from a centralized fossil fuel based system towards a 

distributed renewable energy system were energy is locally produced, and consumed. However, 

the implementation of distributed renewable energy resources in the built environment is 

complicated for decision makers due to the complex and diffuse nature of the built environment, 

and the restrictions for renewable energy technologies in this urban fabric.  

Spatial Decision Support Systems (SDSS) can provide the comprehensive models needed to  

capture the aspects of the urban environment to support decision makers. Several renewable 

energy models are developed to aid decision makers in developing sustainable blocks, district or 

cities, or to assess the potential of renewable energy technologies in the built environment 

(Bernal-Agustin & Dufo-Lopez, 2009; Borowy & Salameh, 1996; Deshmukh & Deshmukh, 2008; 

Maclay, Brouwer, & Samuelsen, 2007; Mohammadi, Hosseinian, & Gharehpetian, 2012).  

However, the main consumer within the built environment is often neglected, as a matter of 

fact according to Timmerman et. al. (2014) no significant research is done for the development 

of energy models for the use on business premises. For this reason a spatial decision support 

system for the integration of energy technologies is developed for the use on business premises.  

To find an optimal solution which would also spark the interest for the located entrepreneurs 

and their businesses the aim is to find a solution or configuration which would be financial 

feasible. An optimization is made which combines the energy generation with the capital costs, 

and O&M costs. 

The used renewable energy technologies in this energy model are the most commonly used 

namely, the wind turbine, and the PV modules. For the allocation of these renewable energy 

technologies a vector based GIS map is used, consisting of the parcels and their properties. The 

GIS-map present the research area, and the spatial constraints of this area. The parcels enclose 

several parameters which are used to decide if a renewable energy technology is allocated. These 

parameters include; the total surface of the parcel, the surface of which is build, the free available 

surface, vulnerability of the present building, and also two parameters for the wind atlas 

methodology. The allocation of the renewable energy technologies is based on conditional 

statement which check a parcel on its fitness to host a certain renewable energy technology.  

For the allocation of wind turbines the fitness test for a parcel are tested on their available 

surface area for installing a wind turbine, if there is a vulnerable building, and if there is a nearby 

wind turbine in the proximity. The fitness test for nearby wind turbines supersedes the parcel  

level, and also checks surrounding parcels.  

For the allocation of PV modules only the check is made if there is sufficient roof surface to 

allocate PV modules. This choice is made due to the fact that for the allocation of PV modules on 

roofs no additional procedures are required. Which implies that anybody is free to install PV 

modules on the roof, unless it concerns a monument.   
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Furthermore, multiple methods are incorporated to calculate the energy generation of the 

renewable energy technologies, using hourly meteorological data is to estimate the renewable 

energy generation of the energy technologies.  

For the estimation of wind potential a logarithmic wind profile method is used to adjust the 

measured wind speeds on a nearby field to a specific location on the research area. This method, 

proposed by Millward et. al. (2013a), is known as the wind atlas methodology. This method 

incorporated the roughness length, and the displacement height to deal with the rough surface 

of the urban environment. The first step adjusted the measured wind speed to the urban 

boundary layer, it is assumed that objects on the ground surface have no effect on the wind speed 

at this height, and is often set on 200 meters above ground level. The second step is the 

adjustment of the wind speeds at the urban boundary layer to the blending height. The blending 

height is set on twice the average building height of the fetch area. The fetch area is thereby 

donated as the area of 3 to 5 km downwind of the research area. The third adjustment is the 

downgrade of the wind speeds to a local level of the parcels. Using this method the wind energy 

potential per parcel can be determined.  

These adjusted wind speeds are subsequently used to calculate the wind energy generation. 

Therefore, the method as proposed by Tina et. al. (2006) is integrated into the energy production 

model. This method calculates the hourly energy generation using the adjusted wind speeds from 

the wind atlas methodology. The method incorporates the properties of the wind turbines, 

namely; cut-in wind speed, rated wind speed, cut-out wind speed, and rated power of the wind 

turbines. If the wind speed is lower than the cut-in wind speed no energy is generated. When 

wind speeds are between cut-in wind speed, and rated wind speed a linear curve describes the 

increase of power output of the wind turbines. If the wind speed is higher than the rated wind 

speed, and lower than the cut-out wind speed than the rated power output is generated.  

For the energy generation of solar PV generation also the model as proposed by Tina et. al. 

(2006). This method uses the meteorological data as collected by the Royal Dutch Meteorological  

Institute. This method also combines the properties of the PV modules namely; module size, and 

module efficiency.  

The economic evaluation of the energy configuration consists of two major components. First, 

the capital costs of the constructed configuration is calculated. This are the combined costs to 

purchase, transport, and install the renewable energy technology. Second, the O&M costs are 

calculated over the proposed lifetime of the system. This is done using the discount cash flow 

methodology, which is often used to evaluate the feasibility of investments.  

The configuration are evaluated on the overall costs per produced kWh over the complete 

lifetime of the system. The energy model aims to find ever lower values for the costs per produced 

kWh, using the simulated annealing algorithm.  
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The energy model is tested using a case-study. The research area in this case-study is the 

ōǳǎƛƴŜǎǎ ǇǊŜƳƛǎŜǎ ƻŦ άŘŜ .ǊŀƴŘέΦ άŘŜ .ǊŀƴŘέ is a business premises in the periphery of the city 

Ψǎ-Hertogenbosch, and has the ambition to become energy neutral.  

The model is run using different variables to assess the operation of the model, and with the 

variables set as they would when truly analysing the potential of renewable energy technologies 

on the research area. To provide the properties of the wind turbines, and PV modules producers 

where addressed. For the wind turbine the WES 50 wind turbine is chosen, this is a medium size 

wind turbines which is able to be allocated on business premises. For the solar generation a Benq 

mono-crystalline PV modules are chosen, these mono-crystalline modules have a high energy 

efficiency.  

The results of the energy model show that wind turbines are not feasible to be used for the 

generation of electricity for the use of business premises. The PV modules shown much lower 

values for the costs per produced kWh over the complete lifetime. However, the results show 

that there is no configuration of renewable energy technologies which can compete with the 

costs per kWh produced by fossil fuel based electricity stations.  

Furthermore, the allocation of the renewable energy technologies some restrictions are 

implied for a fact only one wind turbine can be allocated within a parcel, while this parcel can in 

fact harbour more wind turbines. Additionally, the allocation of PV modules use the whole roof 

surface of a building, while installations are neglected, as well as the geometry of the buildings.  

For the further development of this model the focus can lie on; further elaboration of the wind 

turbines allocation model, so multiple wind turbines can be allocated on one parcel, and the safety 

check will no longer be solely from the centre of the parcel, the integration of the orientation, and 

geometry of the buildings in the research area. This will provide a more accurate allocation of PV-

modules, further elaborate the possible renewable energy technologies such as, Geothermal, PV-T, or 

Biomass, integrate the possibility of energy storage, to simulate the operations of a local energy grid, 

and thereby creating an autarkic district. 
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1. Introduction 
The energy system is transforming towards a distributed renewable energy system were energy 

is locally produced, and consumed. However, the implementation of distributed renewable 

energy resources in the built environment is complicated for decision makers due to the complex, 

and diffuse nature of the built environment, and the restrictions for implementing renewable 

energy technologies in this urban fabric.  

Furthermore, experts in the field of electrical engineering (Clastres, 2011; Hermans, 2014; 

Lasseter, 2011; Roberts & Sandberg, 2011) are jointly agree that the future of the electrical 

systems will compose of a multitude of micro-grids, which together compose a smart-grid. A 

micro-grids/smart-grids are characterized by the coupling of energy generation, storage, and 

loads on a local level, and therewith adjust supply, and demand. A challenge for developing 

smart-grids/micro-grids is to consider al spatial, and legal constraints, and deal with conflicting 

objectives for the allocation, and optimization of the renewable energy generation technologies 

on a local urban level. 

To implement renewable energy technologies on the local urban scale, comprehensive energy 

models can be utilized to capture the aspects of the urban environment to support decision 

makers. Several renewable energy models are developed to aid decision makers developing 

sustainable blocks, district or cities, or to assess the potential of renewable energy technologies 

in the built environment (Bernal-Agustin & Dufo-Lopez, 2009; Borowy & Salameh, 1996; 

Deshmukh & Deshmukh, 2008; Maclay et al., 2007; Mohammadi et al., 2012). However, the 

models do not regularly integrate the built environment, on a district level. For example, the 

studies of Dufo-Lopez et. al. (2009) neglects the influence of the spatial environment, and solely 

focus on the optimization of an stand-alone renewable energy system based on multiple loads. 

The main focus of these energy models is to find a set of renewable energy technologies, which 

can provide the research area with sufficient energy, without considering the spatial constraints. 

Furthermore, models which integrate the spatial environment mostly do not focus on district-

scales, but rather focus on the geographical scale of a whole region, or even a state (Aydin, Kentel, 

& Duzgun, 2010; Ramachandra, Rajeev, Krishna, & Shruthi, 2011). Additionally, the focus often 

lies on the generation of electricity for residential areas, were industrial, and business premises 

are the major consumer of electricity in the built environment.  

In fact, according to Timmerman et. al. (2013) no examples of renewable energy modelling for 

business premises can be found in the current literature. Moreover, often the literature neglects 

the impact of the urban environment on the composition of renewable energy systems, and focus 

solely on the optimization of renewable energy technologies.  

In this study, the aim is to develop an energy model which can be used on district-level, with 

the focus on energy consumption in business premises, while considering spatial constraints. To 

do so the current literature is analysed on often used methods, and assumptions. Furthermore, 

a techno-economic energy model is proposed, and tested on a case-study.   
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1.1. Problem Definition 

The above stated problem analysis leads to the following problem definition; ά¢ƘŜǊŜ ƛǎ ƴƻ 

evidence found in current literature of the existence of an energy model to determine the optimal 

combination of energy technologies composing a renewable energy system for business 

ǇǊŜƳƛǎŜǎέΦ 

 

1.2. Research Questions 

The problem definition leads to the following research questions. The main research question 

will be: ΨΨ/ŀƴ a decision support tool be developed which can produce a άmost optimalέ 

combination of renewable energy conversion technologies based on the energy demand of 

business premises, and spatial constraints? And, what would the optimal combination be for a 

ǎǇŜŎƛŦƛŎ ōǳǎƛƴŜǎǎ ǇǊŜƳƛǎŜǎΚέ 

 

With the following sub questions; 

 

1) What is the current state of energy systems models? In what degree are they applicable 

for the built environment? 

2) What is the current state of spatial decision support system for the development of 

renewable energy systems? 

3) What are the spatial, and legal constraints which influence the composition of a renewable 

energy system?  

4) What would be the composition of a renewable energy system?  

 

1.3. Research Design 

For this research several succeeding steps are followed, this is shown in Figure 1. The aim of this 

research is to develop an energy optimization model for the use on business premises. In advance of 

doing so a comprehensive literature review has to be composed. This literature review focusses on the 

existing spatial decision support systems, and energy optimization/simulation models. Here major 

components, and approaches of energy modelling will be identified, and conditions, and constraints 

are defined. All together, the literature review will provide a substructure for the development of the 

energy optimization model.  

After all data, and methods are gathered an energy optimization model will be constructed, and 

tested on a case-study. In conclusion this, it will be possible to advice decision makers in the 

development of an energy system on business premises.  
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Figure 1. Research Design 

 

1.4. Expected Results 

This research will result in the development of a comprehensive energy optimization model for the 

development of renewable energy technologies on business premises to provide the research area 

with sufficient energy to become self-sufficient. The model should distribute the renewable energy 

technologies on the basis of safety, and energy production, using a GIS-map. Furthermore, the model 

focuses on size optimization to provide the best configuration for the business premises, and its 
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occupants, aiming to minimize the costs of electricity. While incorporating spatial constraints for the 

development of certain energy technologies, and considering the local meteorological characteristics.  

The results produced by the energy model will provide insight in the feasibility of an energy system 

on the research location, the configuration, and location of energy technologies within the urban 

environment.  
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2. Sustainable Energy Modelling 
This study is done in as an extension of the concept of energy planning. Energy planning is the 

endeavour of finding a set of sources, and conversion devices so as to meet the energy 

requirements/demands of aƭƭ ǘŀǎƪǎ ƛƴ ŀƴ άƻǇǘƛƳŀƭέ ƳŀƴƴŜǊ (Hiremath, Shikha, & Ravindranath, 

2007).Within, this concept multiple energy planning tools/ models are used to assist decision makers 

in the development of sustainable spatial plans. Energy models are carried out at a centralized level 

using computer-based modelling and, are valuable mathematical tools based on the systems approach 

(Timmerman et al., 2013). 

These models are developed as decision support system, and spatial decision support systems. 

Where, decision support systems is the area of the information systems discipline that is focused on 

supporting and improving managerial decision-making (Arnott & Pervan, 2005). And, spatial decision 

support systems are designed to provide the user with a decision-making environment by coupling 

analytical multi criteria evaluation models used for selecting, and rating decision criteria, and 

alternatives in combination with geographical information systems (Densham, 1991; Gorsevski et al., 

2013).  

Geographical Information Systems, or GIS, is a powerful set of tools for collecting, storing, retrieving 

at will, transforming and displaying spatial data from the real world (Maguire, 1991). GIS-map can be 

further specified into vector-, and raster map representation. Where, vector consist of a combination 

of polygons, lines, and points. In raster map is the geographical setting presented in a tiles with the 

size set by the user. In both maps, features data is represented in tables, and linked to the GIS-map.  

In this research, a vector-map representation is used to provide the geographical boundaries. The GIS-

map in this research consist of multiple features to complete the analyses for the logical test to allocate 

renewable energy technologies, these data sets are presented in Table 11. The file is converted into a 

shapefile (.shp) to allow the modelling program to upload the GIS-map.  

Furthermore, the energy models can also be subdivided in simulation, optimization models, hybrid 

models, and others. However, in this research the focus lies on the first two. The models diver in the 

operation of the systems. Simulation models use a pre-defined technological setups including one or 

multiple loads to simulate the operation of an energy system over a fixed period of time (Timmerman 

et al., 2014). Optimization models are used to compare alternative system configurations, and to 

evaluate different operation strategies in terms of energetic, economic, and environmental 

performance (Keirstead, Jennings, & Sivakumar, 2012).  

In these models several renewable energy technologies are used, however in this research the 

distinction is made between wind energy, and solar PV energy. Wind energy is the energy produced 

by transforming the kinetic energy from the wind, into a mechanic motion used to produce electricity 

(Patel, 2006). Solar PV energy is the energy produces by converting the direct, and indirect solar 

irradiation into electricity, using photovoltaic cells (Patel, 2006).  

To calculate the energy production multiple methods are proposed, and used by researchers. In this 

research, measured meteorological data is used to calculate the energy production by the renewable 
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energy technology. However, the measured wind speeds have to be adjusted from the measured 

height to the hub height of a wind turbine. Therefore, the wind atlas methodology (Millward-Hopkins 

et al., 2013a) is used, moreover with this methodology it is possible to estimate the wind potential per 

parcel. The wind atlas methodology is a method with uses the logarithm properties of wind speeds in 

relation to the ground surface to estimate the wind speed at a different height, than the measured 

height. It uses three steps to calculate the estimate wind speed at a different height as presented in 

Figure 2. The equations with are used are presented in Eq. 6, Eq. 7, and Eq. 8. Where, z0fetch is the 

roughness length of the fetch area, and dfetch is the displacement height of the fetch area. The 

roughness length, and displacement height are variables to estimate the effect of the built 

environment on the logarithmic function of the wind speed. The measured wind speed height is set on 

the standard 10m. In the first step, the method uses the concept of urban boundary layer (UBLheight) 

which is the height where the urban environment does not have any influence on the wind speed. This 

is often set on a standard of 200m (Eq. 6). In the second step, the blending height (BLheight) of the wind 

speed is used, this is the height where the fetch-area has its influence on the wind speeds. This height 

is often set on twice to five times the average building height. Finally, the wind speed at hub height 

(HUBheight) is estimated. This height is predetermined by the height of the hub of the wind turbine. 

Furthermore, al calculations use predetermined values for the roughness length, and the displacement 

height of the surface area, these are presented in Table 9. The displacement height is the height in 

meters above the ground at which zero wind speed is achieved as a result of flow obstacles such as 

trees, and buildings. The roughness length is a corrective measure to account for the effect of the 

roughness of a surface on wind flow. These values can be set either with the aid of height data, or by 

visual analysis. In this research no height data is available therefore, the values of roughness length, 

and displacement height determined on basis of visual analyses. This method is used by several 

researchers to calculate the wind potential within the built environment, using measured wind speed 

data from the national meteorological institute.  

This research uses meteorological data collected by the Dutch Royal Meteorological Institute. Using 

several weather station throughout the Netherlands they collect all meteorological data on an hourly 

bases (KNMI, 2015). The data collected by a weather station nearby the research area is used to 

simulate the hourly wind, and solar energy production. The data source provided by the KNMI contains 

numerous measurements of the weather. Most of this is redundant for this research. In fact, only two 

data streams are used in this research, which are the average wind speed per hour, and the average 

solar irradiation per hour. The data is freely available for everyone who wants to work with the data. 

The energy production is calculate using this estimated hourly wind speed, therefore the method 

of Tina et. al. (2006) is used. This method uses the cut-in wind speed (vc), rated wind speed (vR), cut-

out wind speed (vF), and rated power (PR) of the wind turbines set by the modeller. When the wind 

speed is higher than but not equal to the rated wind speed, the wind turbine will have a power output 

which is a fraction of the rated power of the wind turbine. If the wind speed is equal, or higher than 

the rated wind speed, but lower than the cut-out wind speed, then the wind turbine will produce 
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energy equal to the rated power of the wind turbine. The methodology is presented in Eq. 9. However, 

according to the producer of the used wind turbine the power output of the wind turbine is much 

higher than the rated power of the wind turbine. Therefore, it has to be noted that the outcome of the 

wind turbine are slightly more negative.  

For the energy production of solar PV modules using meteorological data, no method to adjust 

measured irradiation data can be found in the existing literature. Therefore, no adjustments are used 

for the solar irradiation data. The energy production is calculated on an hourly bases using the 

methodology as proposed by Tina et. al. (2006) in this method the surface area of the PV module (Ac), 

the efficiency (ẵ),and the hourly solar irradiation (I )̡ is used. The power output of the PV modules is 

the product of these three variables. The equation is shown in Eq. 4.  

The energy produced per hour of wind, and solar technologies are aggregated to calculate the total 

production of electricity in a year, this is defined in Eq. 12.  Furthermore, to calculate the produced 

energy over the lifetime, the yearly produced energy (Eq. 12) is multiplied with the number of years 

the system is estimated to operate.  

Furthermore, the demand profiles can be used to estimate the outage, and surplus in the system, 

in order to design a storage system for the renewable energy system. This could make the whole 

system with loads, and generation completely autarkic.  

The allocation of the renewable energy technologies on a parcel is done on the bases of a number 

of logical test, provided by the regulations set by the Dutch Government, and system requirements. 

These logical test use the GIS-dataset presented in Table 11, to determine the possibility of allocating 

a renewable energy technology on that parcel. The test consist for wind turbines consist of; check if 

there are no vulnerable building in the vicinity, if there are wind turbine within the vicinity, and is there 

sufficient free area available to be able to install a wind turbine. For the allocation of PV module the 

only requirement is that there is a roof available to install the modules on. Because, for the installation 

of PV modules on rooftops, no legal restrictions, or permits are required.  However, for the 

determination of the amount of available module on a roof is calculated by dividing the surface area 

of the roof by the required surface area for one PV module (Eq. 2). The required surface area calculated 

using the methodology proposed by Notenbomer (2014), and is depicted in Appendix 4) Method of 

Notenbomer. This method uses the length of the PV module, and the angle in which it will be installed 

to calculate the possible shading, and thereby the required distance between the PV-modules.  

The objective of the energy model is to minimize the costs of produced electricity. To do so an 

economic evaluation is integrated. In this research a Levelized Unit Electricity Costs (LUEC) method is 

used. This method calculates the costs of energy over the whole operations of the system, and 

integrates the time-value of money, this is defined in Eq. 15. To integrate the time value of money, the 

discounted cash flow method is used. The discounted cash flow method is used to calculate the present 

value of all operation & Maintenance costs over the lifetime of the system, this is presented in Eq. 18. 

The lifetime of the system can be set by the user, by simple sliding a slider, and increase or decrease 

the time period per year. Additionally, the total capital costs have to be calculated, this is defined by 
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in Eq. 16. The capital costs are calculate the amount of installed energy technologies times the price 

of purchase, and installation. The amount of energy technologies is given by the model, the price per 

technology can be set by the user in the Interface. The capital costs in this research are defined as the 

costs for purchasing, transporting, and installing the technology on the given location. The cash flow 

that is calculated using the discounted cash flow method is the O&M-costs with recur every year Eq. 

18. The user can also set the amount of O&M-costs per technology per year. 

To calculate the Levelized Unit Electricity Costs of proposed system, the total costs of the O&M over 

the lifetime of the system, and the total capital costs of the system are added, and divided by the total 

produced energy over the life time, this is presented in Eq. 12.  

In the existing literature, there is an abundance of optimization algorithms, which can be used when 

trying to find optimal solution given one- or multiple constraints. The dominant optimization 

algorithms are heuristic. This is an approach to problem solving, learning, or discovery that employs a 

practical methodology not guaranteed to be optimal or perfect, but sufficient for the immediate goals 

(Pearl, 1984). In this study, the simulated annealing algorithm is used to be the optimization algorithm. 

The SA algorithm is a general optimization technique for solving combinatorial optimization problems 

(Erdinc & Uzunoglu, 2012). It is derived from the chemical process of heating a metal in a heat bath, 

and then cooled down by lowering the temperature in the heat bath (Erdinc & Uzunoglu, 2012).  

The simulated annealing process consists of 7 steps (Jayaraman & Ross, 2003). The first step is the 

initialization, step 2 check feasibility, step 3 is Generate a feasible neighbouring solution, step 4 is the 

evaluation incumbent solution with neighbouring solution, step 5 is examining Metropolis condition, 

step 6 Increment counters. Step 7 adjust the temperature. The algorithm stops when no improved 

solution can be found, and/or the stopping criteria for the simulation is met.  

The model itself is constructed in the software package Netlogo, which is a multi-agent 

programming language, and modelling environment for simulating complex behaviour (Tisue & 

Wilensky, 2004). The model consists of three major components, the interface, the code, and the input 

data. The interface of the model consists of the representation of the research area, and all variables 

that can be set by the modeller. The variables set in the interface are subdivided into multiple groups 

to which the variable consist.  

First, of all there are three input windows for uploading the GIS-map, the meteorological data, and 

hourly demand data. These consist of the data types described earlier. Second, there are the settings 

ŦƻǊ ǘƘŜ ƻǇǘƛƳƛȊŀǘƛƻƴ ŀƭƎƻǊƛǘƘƳΣ ǿƘƛŎƘ ŀǊŜ ǘƘŜ άǘŜƳǇŜǊŀǘǳǊŜέΣ ǿƘƛŎƘ ƛǎ ŀ ŎƻƴǘǊƻƭ value, the amount of 

iterations per cooling-down sequence, and cooling down rate, also the total energy demand of the 

research area can be set. Third, there are two economic variables which are the lifetime analysis, and 

discount-rate for the discounted cash flow. Fourth, the variables for the wind atlas methodology are 

integrated. These consist of the urban boundary height (zUBL), and the roughness length of the urban 

boundary layer (z0-ref), this is most often set on 0.14m. Furthermore, the roughness length of the fetch 

area (z0-ref), and the displacement height (dfetch) are integrated. Also, the urban blending height (zUBL) is 

depicted as a variable. For the final step in this method the values for the local roughness length, and 
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displacement height are not variable, and are derived from the GIS-map. Only the value of the hub 

height (zbl) can be changed by the user. Fifth, the variables which are specific for the wind turbines can 

be set. These consist of the safety zoning regarding vulnerable buildings, and the interference with 

neighbouring wind turbines. Furthermore, the variables for calculating the power output of the wind 

turbine are variable, which are the cut-in wind speed (vC), rated wind speed (vR), cut-out wind speed 

(vF), and rated power (PR). Also, the economic variables of the wind turbine can be set, these are the 

capital costs of the wind turbine, defined by purchase, transportation and installation, and the O&M-

costs which is a percentage of the capital costs. Finally, the variables for the PV modules can be set by 

the user these are the investment costs per PV-module, the O&M costs per module. Additionally, the 

modules efficiency can be set by the user, and the required surface area can be set.  

These variables are all presented in Table 14 till  Table 18, and in Appendix 4) Variables of the Energy 

Model. The variables that can be set by the modeller correlate with the values that are required to 

assess the potential of renewable energy systems on the business premises.  

Besides the input variables, the model also produces several outputs. These are also integrated in 

the interface of the model.  Furthermore, the interface also depicts the output of the simulations, 

these are descripted in Table 19 till Table 21, and also shown in Appendix 4) Variables of the Energy 

Model. The output which is generated, can be used for evaluating the potential of renewable energy 

on business premises.  

¢ƘŜ ŎƻŘŜ ŘŜǎŎǊƛōŜŘ ǘƘŜ ōŜƘŀǾƛƻǳǊ ƻŦ ǘƘŜ άŀƎŜƴǘǎέ in the model, and provides all boundaries set by 

the Dutch legislation, and modeller. Furthermore, the input is vital for the operations of the energy 

model. The input windows provide in the interface enables the possibility for the modeller to simple 

integrate the input data as described before.  
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3. Spatial Decision Support Systems for Energy Integration 
 

Abstract  

The energy sector is going through a transition towards an energy system composed of distributed 

renewable energy technologies. The integration of these renewable energy technologies within the 

urban fabric involves multiple difficulties due to the complex, and diffuse nature of the built 

environment.  

Spatial Decision Support System (SDSS) for the integration of renewable energy technologies within 

the urban fabric can offer the solution to deal with these multi-objective problems. The development 

of sizing optimization, and simulation for stand-alone renewable energy systems is a well research 

topic. In this chapter an attempt has been made to understand and review the various methodologies, 

objective and issues related to energy modelling.  

Different SDSS for energy integration are described, as well as sizing optimization models, 

simulation models, hybrid models, and specific wind and solar energy models. Also proposed 

optimization algorithms are reviewed, and described. This review will provide insights for the 

development of a new renewable energy model for the use on business premises.  

 

3.1. Introduction 

The built environment, as a major consumer of fossil fuels, is at the start of the transition towards a 

decentralized, renewable energy system. To assist planners, and policymakers in their decision making 

regarding energy planning, comprehensive energy models can offer a solution to capture the different 

aspects of transforming the energy system towards a renewable based energy system. These decision 

support systems already exist in a wide variety (Fleiter, Worrell, & Eichhammer, 2011; Jebaraj & Iniyan, 

2006; Keirstead et al., 2012; Rylatt, Gadsden, & Lomas, 2001; Timmerman et al., 2014).  

Furthermore, researchers and decision makers are convinced that the future energy system consist 

of small-scale renewable energy system which produces, stores, and consumes its electricity on a local 

level. For the design of a local renewable systems comprehensive energy models can offer some 

structure. However, in this research the focus will lie on the integration of renewable energy 

technologies in the built environment, and no literature regarding energy storage will be elaborated. 

Therefore, in this literature review the existing literature on decision support systems, and energy 

modelling will be examined, and general structure will be proposed for the development of a decision 

support energy model for the use on business premises.  

The aim of this literature review is to develop an understanding about energy models for the 

optimisation of unit sizing of a wind/solar hybrid energy system for the use on business premises, with 

the aim to meet the energy demand of the area. The scope of this literature review will be limited to 

wind, and solar, and hybrid energy modelling. Wind, and solar energy are the most common renewable 

energy technologies at this moment. Furthermore, in this study the focus will lie on electricity 
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generation. Technologies which produce both will be left out of the scope, due to the fact that they 

will also shift the focus towards heat. Also, possible optimisation algorithms will be elaborated. 

In chapter 3.3.1 is to identify existing energy models, with their scope, level of analysis, and type of 

modelling. In chapter 3.3.2 is to identify multiple wind energy models, their aim, restrictions, allocation 

restrictions, economic, and energy calculation. Following, in chapter 3.3.3 the focus will lie on solar 

energy modelling (PV). In chapter 3.4 the economic evaluation which have been used in their studies 

will be discussed. Finally, in chapter 3.5 a conclusion is drafted analysing the most important features 

of a renewable energy model.  

 

3.2. Spatial Decision Support Tools for allocating Wind & Solar PV 

Spatial Decision Support System are derived from the broader concept of Decision Support Systems. 

Decision support systems (DSS) is the area of the information systems discipline that is focused on 

supporting and improving managerial decision-making (Arnott & Pervan, 2005). DSS is an interactive, 

computer-based system that aids users in judgment, and choice activities of provides for not only data 

storage, and retrieval, but also enhances the traditional information access, and retrieval functions 

with support for model building, and model based reasoning (Bandamutha, 2006). During the short 

history of DSS, it has moved from a radical movement, towards a mainstream commercial IT movement 

that all organizations engage.  

Furthermore, Decision Support Systems are increasingly used in the development of sustainable 

land-use plans. Thereby, decision makers increasingly use Geographical Information Systems (GIS) to 

assist them in solving complex spatial problems (Densham, 1991). So forth, spatial decision support 

systems are on the rise, to assist decision makers with complex spatial problems. SDSS are designed to 

provide the user with a decision-making environment by coupling analytical multi-criteria evaluation 

models used for selecting, and rating decision criteria, and alternatives in combination with 

geographical information systems (Densham, 1991; Gorsevski et al., 2013), and assist in strategic 

decision-making activities considering spatial, and temporal variables, which help in regional planning.   

Gorsevski (2013) demonstrated the benefits of applying a spatial decision support system 

framework for evaluating the suitability of wind farm siting in Northwest Ohio. Furthermore, in the 

research of Aydin (2010), a GIS-based environmental assessment of wind energy systems is proposed 

using fuzzy sets, including the legal restrictions, regarding noise, safety, natural reserves, bird habitats, 

and aesthetics. Ramachandra et al. (2011) proposed a GIS-based assessment of wind potential on 

district level.  Janke (2010) also proposed a multi-criteria GIS model in order to be able to make spatial 

analysis for the allocation of wind farms. However, the proposed methods all evaluate the possibility 

of wind farms in a regional, or state level, and do not evaluate regional, or local scale allocation 

problems. Therefore, miss the specific problems concerning allocation of wind turbines within the 

urban environment. The constraints in above mentioned research can provide insight in the 

development of a new renewable energy allocation model.  
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The allocation of PV modules in the built environment is a well-researched topic. Amado et. al. 

(2012) proposed a model which connects the energy demand of buildings, with their ability to produce 

energy from solar resource integrating solar analysis. This model incorporates the geometry of the 

urban environment to determine the solar energy potential on the roof surfaces. Charabi et. al. (2011) 

proposed a model to assess the land suitability to allocate large PV-farms in Oman. Gadsden et. al. 

(2003) describe some aspects of a prototype software designed to assist local authority planners, and 

energy advisers in their efforts to increase the uptake of solar hot water systems. Rylatt et. al. (2001) 

described the development of a solar energy planning system, consisting of a methodology, and 

decision support software for planners, and energy advisers. Massimo et. al.  (2014) developed a 

energy model which evaluates the availability of land, the productive potential, the estimation of 

residential energy consumptions, and the integration of PV arrays.  Gagliano et. al. (2013) illustrate the 

capabilities of GIS to determine the available rooftop area for PV deployment for an urban area. For 

the allocation of PV modules no specific problem arises for the allocation within the urban 

environment. The spatial decision support system for analysing renewable technologies in the urban 

environment, and the suitability for installing wind turbines, and PV modules in the urban 

environment, are summarized in Table 1.  

Analysing the literature it can be stated that the use of spatial decision support system for analysing 

renewable energy technology potential is a well research topic. However, the wind turbine allocation 

models focus on a greater scale, mostly on a regional scale. On the other hand, the PV allocation 

models do focus on the district level. Allocation models which feature both technologies are more 

scares, however the interest in this topic is growing. These allocation models can be used as a basis to 

develop a new renewable energy allocation model for the use on business premises.   

 

Table 1. Spatial Decision Support Systems for allocating renewable energy technologies 

Objective Geographical Scale  Technology Type of data Source 

Asses the wind 

potential in rural 

areas 

Regional Wind Vector (Ramachandra et 

al., 2011) 

Environmental 

assessment of wind 

energy system 

Regional  Wind Vector (Aydin et al., 2010) 

Wind farm site 

selection 

State Wind Vector (Gorsevski et al., 

2013) 

Asses area 

potential for wind, 

and solar 

technologies 

State Wind / solar PV Vector (Janke, 2010) 
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Assess the best 

solar potential in 

the urban 

environment 

District Solar PV Vector  (Amado & Poggi, 

2012) 

To predict, and 

realise the 

potential of solar 

energy 

District Solar PV Vector (Rylatt et al., 2001) 

Predict the 

potential of PV 

District Solar PV, Solar Heat Vector (Hisarligil, 2013) 

Evaluate PV 

potential  

Regional  Solar PV Vector  (Massimo et al., 

2014) 

 

3.3. Energy Modelling: a brief review 

Energy modelling is derived from the broader concept of energy planning. Which according to 

Hiremath et. al. (2007), is the energy-planning endeavour involves finding a set of sources, and 

ŎƻƴǾŜǊǎƛƻƴ ŘŜǾƛŎŜǎ ǎƻ ŀǎ ǘƻ ƳŜŜǘ ǘƘŜ ŜƴŜǊƎȅ ǊŜǉǳƛǊŜƳŜƴǘǎκŘŜƳŀƴŘǎ ƻŦ ŀƭƭ ǘŀǎƪǎ ƛƴ ŀƴ άƻǇǘƛƳŀƭέ 

manner.  

Energy modelling is carried out at a centralized level using computer-based modelling and, are 

valuable mathematical tools based on the systems approach. These models can offer a solution as they 

identify the configuration, and operation that provide an optimal trade-off between economic and 

environmental performances (Timmerman et al., 2013).  

To identify major approaches in the operations of energy models, the models will be reviewed 

based on multiple characteristics. The discussed models will be subdivided according to their approach. 

Furthermore, the models will be discussed on characteristics, which include, geographical scale, level 

of analyses, and temporal or static. In the existing literature a characterisation based on methodology 

is a common way subdivide the existing energy models. Multiple researchers (Baños et al., 2011; Bazmi 

& Zahedi, 2011; Fleiter et al., 2011; Keirstead et al., 2012; Timmerman et al., 2014) classified the energy 

models in the following division simulation models, and Optimization models. 

Furthermore, existing wind, and solar energy models are investigated in order to find key 

characteristics. These models often neglect the effect of the built environment, however they do 

propose an economic evaluation, and energy optimization techniques. These two types will be 

described based on several characteristics. Namely; methodology, geographical scale, energy 

calculation, economic calculations, and temporal, or static. 

 

3.3.1. Simulation models vs. optimization models  

To develop a new energy optimization model, the current state of the simulation, and optimization 

models has to be analysed, to find gaps, opportunities, and existing approaches in developing energy 
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models, and the operation of energy models. In this chapter, the characteristics of optimization, and 

simulation models will be described. The main difference between these models is that the simulation 

models use a predefined setup, and evaluate the performance by simulating the differences between 

supply, and demand. Optimization models are designed to find an optimal configuration within a 

predefined set of constraints. Most of the time the optimal configuration is defined by economic 

features.  

  

Simulation models 

Simulations models use a pre-defined technological setups including one or multiple loads to simulate 

the operation of an energy system over a fixed period of time. Simulation models are used to compare 

alternative system configurations, and to evaluate different operation strategies in terms of energetic, 

economic, and environmental performance (Timmerman et al., 2014), or also to test different 

policies(Chen, Duan, Cai, Liu, & Hu, 2011). However, simulation models show a greater variety of 

different approaches and modelling philosophies, which makes it difficult to clearly define this type of 

models (Fleiter et al., 2011). In Table 2 several known simulation models are summarized with their 

characteristics.  

 

Table 2.  Existing energy simulation models 

Energy tool Geographical scale Temporal / 

Static 

Focus Source 

EnergyPLAN Regional/national Hourly Time Heating, cooling, 

electricity, 

hydrogen, 

Natural gas 

(Lund, Munster, & 

Tambjerg, 2004; 

Timmerman et al., 2013)  

Homer Local/ community User defined 

time steps 

Electricity  

One predefined 

heat load 

US. NREL (Connolly, Lund, 

Mathiesen, & Leahy, 2010; 

Manfren, Caputo, & Costa, 

2011; Timmerman et al., 

2013) 

TRNSYS Local Seconds Building HVAC and 

micro generation 

(Manfren et al., 2011) 

HYDROGEMS Single-project 

investigation  

One minute 

time steps/ 

Hourly time 

steps 

Library of hydrogen 

systems 

(Connolly et al., 2010; 

Manfren et al., 2011) 

 

EnergyPLAN (Lund et al., 2004) has been developed, and expanded on a continuous basis since 1999 

at Aalborg University, Denmark. The main purpose of the tool is to assist the design of national or 
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regional energy planning strategies by simulating the entire energy system, including heat, and 

electricity supplies as well as the transport and industrial sectors. EnergyPLAN optimises the operation 

of a given system as opposed to tools which optimise investments in the system.  

HOMER (Lambert, Gilman, & Lilienthal, 2006) is a micro power design tool developed by the 

national renewable energy laboratory in the USA. HOMER simulates stand-alone and grid-connected 

power systems with any combination of wind turbines, PV arrays, run-of-river hydro power, biomass 

power, internal combustion engine generators, micro turbines, fuel cells, batteries, and hydrogen 

storage, serving both electric and thermal loads (Connolly et al., 2010). 

TRNSYS (Manfren et al., 2011) is a transient systems simulation program that has been 

commercially available since 1975. This model has an open modular structure with open source code 

which simulates the electricity and heat sectors of an energy system(Connolly et al., 2010). It can 

simulate all thermal and renewable generation except nuclear, wave, tidal and hydro power. The tool 

uses a user-defined time-step, which can range from .01 seconds to 1 hour.  

HYDROGEMS (Connolly et al., 2010; Manfren et al., 2011) is a set of hydrogen energy tools suitable 

for the simulation of integrated hydrogen energy-systems. It is particularly for stand-alone power 

systems(Connolly et al., 2010). The HYDROGEMS-tools can be used to analyse the performance of 

hydrogen energy-systems. The tools are particularly designed to simulate hydrogen mass flows, 

electrical consumption, and electrical production, but can also be used to simulate the thermal 

performance of integrated hydrogen systems. The HYDROGEMS-library consist of the following 

components, wind energy conversion, photovoltaic systems, water electrolyses, fuel cells, hydrogen 

gas storage, metal hydride, hydrogen storage, hydrogen compressor, secondary batteries, power 

conditioning equipment, and diesel engine generators.  

 

Optimization models  

Optimization models aim to find a best solution for a given objective function, within the set 

constraints. Classical optimization models minimize the total system costs across all time periods and 

assume equilibrium on energy markets, thus allowing for interactions between demand and supply 

(Fleiter et al., 2011). Timmerman et. al. (2014) also describe these models as evolution models, with 

the purpose of finding the least-cost investment paths. These models can be based on multiple 

optimization algorithms, as suggested by Erdinc et. al. (2012),  Keirstead et. al. (2012), and Zhou et. al. 

(2010). Multiple optimization models exist, in Table 3 multiple of these models are summarized based 

on scale, objective, technology, and optimization algorithm, etc.  

The models start from a base year, and develops the configuration, and regulates the operation of 

the energy service demands at minimum costs, while complying with technologic, economic, and 

environmental limits. Every time slices the optimisation algorithm computes the values of the decision 

variables for the objective function, which is subject to a number of constraints.  

Optimisation constraints are given by mathematical formulations that discount and accumulate 

costs, model the operation of technologies, keep track of capacity extension, describe commodity 
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balances, and impose bounds to decision variables. Multiple existing modelling frameworks carry the 

label of an optimisation energy model, some examples are the MARKAL, TIMES, ETEM and OSeMOSYS, 

furthermore several optimization models are proposed by researchers. 

Furthermore, hybrid energy optimization systems are a popular field of study for researchers. 

Kanase-Patil et. al (2011) proposed a sizing tool for a stand-alone PV/wind hybrid energy system based 

on load profiles. Borowy et. al. (1996) proposed a methodology for sizing the combination a battery 

bank and PV array in a hybrid energy system. Furthermore, there are several researchers proposed 

methods to optimize, or simulate the interaction between PV, wind, and in some cases batteries (Akiki, 

Eng, & Avenue, 1998; Deshmukh & Deshmukh, 2008; Nelson, Nehrir, & Wang, 2006; Tina et al., 2006; 

Wang & Yang, 2013). In Table 3 the methods are summarized with their used optimization algorithms, 

objectives, input data, and used technologies.   

 

Table 3. Existing energy optimization models 

Energy Tool Objective Geographical 

Scale  

Technology Optimisation 

logarithm 

Input Source 

MARKAL - National/ 

state/ regional 

- Linear 

Programming 

Hourly/ 

daily 

(Connolly et 

al., 2010) 

TIMES - National/ 

state/ regional 

- Linear 

Programming 

Hourly/ 

daily 

(Connolly et 

al., 2010) 

ETEM-SG - Regional - Linear 

Programming 

Seasonal (Babonneau, 

2015) 

OSeMOSYS - - - Linear 

Programming 

- (Howells et 

al., 2011) 

- Minimize 

costs and 

emission, 

and 

maximize 

system 

reliability 

- Wind, solar - Hourly 

meteorolo

gical data 

(Akiki et al., 

1998) 

- Minimize 

Cost of 

Electricity 

- Wind/PV 

and fuel 

cells 

- Hourly 

meteorolo

gical data 

(Nelson et 

al., 2006) 

-  - Wind/solar 

battery 

power 

system 

Particle 

swarm 

optimization 

- (Wang & 

Yang, 2013) 
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- Capital costs - - - - (Kanase-Patil 

et al., 2011) 

- Capital costs - Wind, solar 

and 

batteries 

- Probability 

density 

function 

for wind, 

and solar 

(Borowy & 

Salameh, 

1996) 

- - - Wind, and 

solar 

- Probability 

density 

function 

for wind, 

and solar 

(Tina et al., 

2006) 

- Maximize 

the Net 

Present 

worth of the 

system 

 

- Wind and 

solar energy 

Particle 

swarm 

optimization 

- (Mohammad

i et al., 2012) 

- Minimize 

diesel 

generator 

output, 

minimize 

total cost of 

energy 

- Wind, solar, 

diesel and 

batteries 

Strength 

Pareto 

Evolutionary 

Algorithm 

Average 

daily 

irradiation, 

and hourly 

wind 

speed  

(Dufo-López 

et al., 2011) 

- Deficiency of 

Power 

Supply 

Probability 

- Wind, solar  DPSP 

technique 

Hourly 

wind 

speed, and 

irradiation 

(Kaabeche, 

Belhamel, & 

Ibtiouen, 

2011) 

- Minimize 

total capital 

costs 

- Wind, solar 

and 

batteries 

Branch-and-

Bound 

Hourly 

wind 

speeds, 

and 

irradiation 

(Geem, 

2012) 

 

The MARKAL (Smekens, 2005) and TIMES (Loulou, Lehtila, Kanudia, Remne, & Goldstein, 2005) 

models are general purpose model generators tailored by the input data to represent the evolution 

over a period of usually 20-50 years or 100 years, of a specific energy-environment system at the 
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global, multi-regional, national, state/province, or community level (Connolly et al., 2010).  The 

modeller can set the options that minimises total discounted system cost or the total discounted 

surplus over the entire planning horizon.  

OSeMOSYS (Howells et al., 2011) is a full-fledged systems optimization model for long-run energy 

planning unlike long established energy systems models. In the current version of OSeMOSYS the 

lowest net present cost of an energy system to meet given demands for energy carriers, energy 

services, or their proxies. 

ETEM-SG (Babonneau, 2015) is a modelling tool tailored to represent a regional energy system. 

ETEM-SG is an extension of ETEM, a model which is developed and maintained by ORDECSYS, an which 

belongs to the MARKAL/TIMES family of models (Babonneau, 2015). ETEM-SG takes into account the 

intermittency of electricity produced by renewables. The objective is to find the energy system with 

the minimum total discounted cost over the horizon.  

The models as presented in Table 3 all consider the time value of money, and aiming to find the 

financially most optimal solution. However, only the MARKAL/TIMES model considered the community 

scale energy optimization. Unfortunately, it is unclear if these models consider the spatial influences 

on the development of a renewable energy system.  

The optimum design of renewable energy system is a popular topic, and there is sufficient literature 

dedicated to this topic. The design problems are related to the determination of the optimal 

configuration of the power system, and optimal location, type and sizing of generation units installed 

in certain nodes, so that the system meets load requirements at minimum cost (Erdinc & Uzunoglu, 

2012). To acquire such a solution multiple optimisation techniques are used by researchers, from linear 

programming, to particle swarm optimization. Uzunoglu (2012) described multiple optimization 

algorithms, and programs which have been used for energy modelling, also Keirstead (2012) 

mentioned multiple optimization algorithms. Zhou et. al. (2010), also described multiple optimization 

approaches, and subdivided these into optimization approaches, which consist of Artificial intelligence 

methods, iterative technique, probabilistic approaches, and graphic construction method. In Table 4 

summary of used optimization algorithms is depicted. 
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Table 4. Optimization algorithms 

Optimization 

approach 

Optimization 

algorithms 

Advantages Disadvantages Sources 

Artificial 

Intell igence 

Genetic Algorithm  Efficient 

performance  

Sufficient examples 

Harder to code (Fadaee & Radzi, 

2012; Gandomkar, 

Vakilian, & Ehsan, 

2009) 

Artificial 

Intell igence 

Particle Swarm 

Optimization 

Easy to code 

Sufficient examples 

Lower performance 

for finding global 

optimum 

(Mohammadi et 

al., 2012) 

Iterative technique Linear 

Programming 

Easy to code Computational 

time inefficiency 

(Howells et al., 

2011; Loulou et al., 

2005; Smekens, 

2005) 

Iterative technique Simulated 

Annealing 

Easy to code, 

Sufficient examples 

Relatively lower 

performance  

(Busetti, 2013; 

Dowsland & 

Thompson, 2012; 

Gandomkar et al., 

2009) 

Artificial 

Intell igence 

Ant Colony 

Algorithm 

Easy to code Lower performance 

for finding global 

optimum 

(Erdinc & 

Uzunoglu, 2012) 

 

3.3.2. Wind energy modelling 

The optimal location and configuration of wind turbines in city centres is a problem multiple 

researchers have tried to solve (Drew, Barlow, & Cockerill, 2013; McWilliam, van Kooten, & Crawford, 

2012; Millward-Hopkins et al., 2013a; Ozturk & Norman, 2004; Sunderland, Mills, & Conlon, 2013; Toja-

Silva, Colmenar-Santos, & Castro-Gil, 2013). For wind turbine allocation multiple research tools are 

available, with the focus on the urban, or rural area. Main difference between the research tools, is 

the methodology between the models. The methodology ranges from the use of CFD (Computational 

fluid Dynamics) models  (Toja-Silva et al., 2013) with a high level of detail, to lower detailed estimations 

of local wind speeds (McWilliam et al., 2012; Millward-Hopkins, Tomlin, Ma, Ingham, & Pourkashanian, 

2013b; Sunderland et al., 2013) . Sunderland et. al (2013) use a log wind profile method to extrapolate 

measured wind speeds from a non-urban environment to an urban environment. Millward et. al. 

(2013a) use the same method for their assessment of wind potential in the city of London. Also, the 

purpose of these models differ. McWilliam et. al. (2012) uses the power law to extrapolate the 

measured wind at height x, usually 10 meters,  to the height of the wind turbines hub height.  
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Schallenberg et. al. (2013 identified three methods to extrapolate wind data in the current 

literature, including the logarithmic method of Sunderland, and Millward, and the power law of 

McWilliam. The third method is the log-linear law (Log LL), which is based on the Monin-Obukhov 

similarity theory. The Log-LL, and the Log-L methods make use of the roughness of the urban area to 

calculate the effect on the differentiation of the wind speed over the height.  

The roughness length is a parameter which characterizes the influence of surface irregularities on 

the vertical wind speed profile. This means, the rougher the terrain the thicker will be the affected 

layer of air, and the more gradual will be the velocity increase with height. In the absence of 

experimental data, the roughness length has to be selected on the basis of visual inspection of the 

terrain (Schallenberg-Rodriguez, 2013).  

The displacement height is a parameter which characterizes the height in meters above the ground at 

which zero wind speed is achieved as a result of obstacles such as trees, and/or buildings.  This 

adjustment can be set using the values set in Table 9. 

The power-law depends on the Hellmann exponent, which depends on the atmospheric stability, 

wind speed, temperature, land features, and the height interval (Schallenberg-Rodriguez, 2013). This 

implies that a single parameters that describes the wind profile at a particular location. The 

geographical scale on which the methods are used do not differ much. However, the CFD-method is 

primarily used for the estimation of wind energy around a single building, and is characterized by its 

relatively high amount of details (Toja-Silva et al., 2013). This is not relevant for a district evaluation of 

wind potential in the urban environment. In Table 5 several methods which have been used in previous 

research are summarized.   

 

Table 5. Wind profile methods 

Method Level of Analysis Temporal or static Source 

CFD Building - (Blocken & Persoon, 2009; Toja-

Silva et al., 2013) 

Log wind profi le City, district 

Grid of 100 by 100 

Static or Temporal (Millward-Hopkins et al., 2013a; 

Schallenberg-Rodriguez, 2013; 

Sunderland et al., 2013) 

Power Law Regional, District 

Grid 100 by 100 

Static or Temporal (Schallenberg-Rodriguez, 2013; 

Sunderland et al., 2013) 

Log-Linear Law Regional, district Static or Temporal (Schallenberg-Rodriguez, 2013) 

 

When the potential wind velocity in the urban area is estimated, the next step is to evaluate the 

wind production of a wind turbine, given the previously determined wind speeds. For the calculation 

of the wind energy production several approaches are discussed in the literature. Patel (2006) 

proposes a method with which the annual energy potential of the area can be quickly estimated, using 

the average wind speed per year.  Tina et. al. (2006) proposed a method which also includes some 
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properties of a wind turbines, such as the rated power output, cut-in wind speed, rated wind speed, 

and cut-out wind speed. Billinton (2004) also proposed such a method, however the calculation for the 

wind production are slightly different. The calculations as proposed by Giorsetto (1983) to calculate 

the energy production when wind speed are below the rated wind speed of the turbine. Both, use the 

cut-in, current wind velocity and rated wind velocity to calculate the fraction of rated power output, 

in order to calculate the electricity production at time t. Several methods to calculate the wind profiles 

are summarized in Table 6. 

 
Table 6. Wind energy production methods 

Method Temporal or static Input Source 

Mean  Static Mean yearly windspeed (Patel, 2006) 

Hourly Temporal Hourly windspeed (Tina et al., 2006; Yang, 

Lu, & Zhou, 2007) 

Hourly Temporal Hourly windspeed (Bill inton & Bai, 2004; 

Giorsetto & Utsurogi, 

1983) 

 

Besides, wind speed adjustment, and energy production of wind turbines, there is an allocation 

issue for developing larger scale wind turbines in the built environment. For safety reason several 

distance regulation are in effect, when developing wind turbines near, or in the built environment 

(AgentschapNL, 2012). Furthermore, to minimize the interference between multiple wind turbines 

certain distances have to be considered (McWilliam et al., 2012; Patel, 2006). AgentschapNL (2012) 

defined two safety zones, the first one is the size of a rotor blade, and forbids the presents of limited 

vulnerable objects within this zone. The second, is about the size of the height of the wind turbine plus 

the rotor size, and forbids the presents of vulnerable objects within this contour.  

When installing a cluster of wind turbines within a small area, certain spacing between the wind 

tower must be maintained to optimize the energy crop over the year(Patel, 2006). This depends on 

the terrain, wind direction, speed, and turbine size. According to Patel (2006), the optimum spacing is 

found in rows of 8 ς 12 rotor diameters down wind, and 2 ς 4 rotor diameters in the crosswind 

direction. However, Mcwilliam et. al. (2012) proposed a micro-sitting model to allocate wind turbines 

which depends on wind turbine spacing and the location of sensitive noise receptors, such as dwellings. 

However, in this research the population density is used to estimate the noise receptors. The scale of 

this analysis is based on the development of wind turbines within a large region, instead of a city 

district.  

 

3.3.3. Solar (PV) energy modelling 

In the existing literature, examples of solely solar energy modelling, and allocation are not frequently 

found. However, sizing optimization is a frequently researched topic, however this is mostly done in 
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combination with another energy technology this topic will be discussed in chapter 0. For this reason, 

we will limit the scope of this chapter to energy generation, and allocation of PV-panels.   

An explanation for the limited research in solar energy modelling can be the fact that the allocation 

for PV-technology is rarely restricted by safety, nuisance regulations, or other environmental aspects. 

In fact, the development of PV-panels on a roof is only restricted by the fact that there needs to be 

enough distance from the roof edge to the installation in order to safely walk around the installation, 

and to limit the visibility of the installation (Notenbomer, 2014).   

In the existing literature multiple methods for the calculation of energy generation for PV panels 

are proposed. Patel (2006) proposed a method which includes the hourly solar radiation, and also the 

effect of temperature on the efficiency of the PV panels. While Deshmukh et. al. (2008), Borowy et. al. 

(1996),and Wang et. al. (2013), also include the indirect irradiation into the hourly production 

equation. Nelson et. al. (2006), Akiki et. al. (1998), and Tina et. al. (2006) proposes a simpler which only 

focuses on the hourly insolation data, surface area of the PV array, and the overall efficiency of the 

panels. This methods assumes that the PV system has a maximum power point tracking, and it ignores 

the temperature effect on the PV panels. The only difference between the last three studies is that 

Tina et. al. (2006) correct the irradiation data from a horizontal surface to the inclination of the PV 

panels. Besides, these methods there exist another even more simplified method to calculate the 

power production of a solar PV array per year. It uses the Watt peak, Wp , performance of the array, 

and multiply that with a constant, which varies according to the geographical location. In the 

Netherlands this constant is 0.85 however, this is not a very accurate, and trustworthy method. Table 

7 gives a quick summary of the methods. 

 

Table 7. Solar energy production methods 

Temporal or static Input Source 

Temporal Temperature Irradiation data Efficiency panels 

Surface area 

(Patel, 2006) 

Temporal Temperature Irradiation data (Direct/ Indirect) 

Efficiency panels 

Surface area 

(Borowy & Salameh, 1996; 

Deshmukh & Deshmukh, 2008) 

Temporal Hourly Irradiation 

Efficiency panels  

Surface area 

(Akiki et al., 1998; Nelson et al., 

2006; Tina et al., 2006) 

Static Efficiency panels  

Constant 

- 
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3.4. Economic Evaluation 

It is evident that an economic analysis is required, when dealing with an optimization problem. In 

the current literature of energy modelling, multiple objective are proposed in order to find a best 

solution for a given problem. As can be seen in Table 8 researchers use different objective in order to 

find an optimal solution for their problem. However, in a major part of the found literature economic 

evaluation of solar/wind energy systems is a crucial part in the optimization of energy systems. 

However, as with the objective, different approaches are used in order to find the economic 

evaluation.  

As researchers solely focus on the capital costs of the energy systems, they neglect the influence of 

Operation and Maintenance costs throughout the life time of the system (Borowy & Salameh, 1996; 

Geem, 2012). This is also the case when the focus lies on the Cost of Energy, where the capital costs 

are divided by the amount of electricity is generated in a year (Dufo-López et al., 2011; Nelson et al., 

2006). This focus limits itself to the evaluation of an energy system in one single year. Mohammadi 

(2012) integrated the time-value of money according to the capital recovery factor method. This 

incorporate the effect of inflation on the value of money over time. This enables the researcher to 

evaluate the effect of operation and maintenance costs on the feasibility of the proposed energy 

system. Moreover, the economic value of the system can be calculated over a period of time, which is 

equal to the life expectance of the system. Kaabeche et. al. (2011) also uses the capital recovery 

method to calculate the present value of money. Furthermore, the discounted cash flow can also be 

integrated to calculate the future value of money, this is a common method to evaluate investment 

decision.  
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Table 8. Economic evaluation of energy system 

Method Time-value of money Description Source 

LUEC method (Capital 

recovery factor) 

Yes LUEC is defined as the total cost of 

the whole hybrid system divided by 

the energy supplied from the 

hybrid system.  The capital 

recovery factor is the ratio used to 

calculate the present value of any 

annuity. 

(Kaabeche et al., 

2011) 

Total costs of the 

system (Capital 

recovery factor) 

Yes The capital recovery factor is the 

ratio used to calculate the present 

value of any annuity. 

(Mohammadi et al., 

2012) 

Levelized cost of 

energy (capital 

recovery factor) 

Yes Is similar to the method as the 

LUEC method.  

(Dufo-López et al., 

2011; Nelson et al., 

2006) 

Discounted cash flow Yes Is a comprehensive method to 

estimate the present value of all 

incoming, and outgoing cash 

streams.  

(Metrick & Yasuda, 

2011) 
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3.5. Conclusion 

Major approaches, and methods have been identified in the existing literature concerning spatial 

decision support systems, and urban energy modelling.   

To incorporate the spatial constraints of the built environment a GIS approach is proposed in this 

research. In the reviewed literature there is a clear preference for the use of vector GIS maps. However, 

it has to be noted that the research area in these articles are of a grander scale than the intended 

research area in this study. Though with the focus developing a local energy allocation a vector map 

represents the research area in a realistic manner. The vector-map gives a very detailed, and clear view 

of the research area. Furthermore, this provides a comprehensive way to incorporate individual 

consumers for future use of the model. The GIS-map not only consist of a vector-map, but also a 

feature lists containing all valuable data-required this data is further elaborated in chapter 4.3.1.  

Technology incorporated in this research are the PV-modules, and wind turbines. These 

technologies are restricted to a number of legal regulations. The PV-modules are in the Netherlands 

restricted to two regulations when installed on a flat roof. First, there needs to be sufficient space 

available for a mechanic to safely walk around the installation. Second, the PV-modules have to be 

limited visible from the street surface. These restrictions will be incorporated in the allocation model 

of the PV-modules. In this research the assumption is made that PV modules will only be installed on 

roofs. Therefore, the only required GIS data required is the amount of roof surface is available on any 

particular parcel. 

For the allocation of wind turbine multiple restrictions are in effect, due to safety a minimal distance 

is required between dwellings and the wind turbine, and other installations and wind turbines. In this 

research the distance requirements regarding vulnerable, and limited-vulnerable buildings will be 

integrated, as well as distance requirements in relation to other wind turbines. Safety demand for the 

allocation in relations to roads, and railways are neglected. The allocation of wind turbine on parcels 

requires more elaborated spatial data. The following parameters are required to allocate a wind 

turbine, available free surface, vulnerability of surrounding buildings, and others.  

The energy production can be calculated using average wind speeds, and solar irradiation, however 

average values for energy calculation can lead to too optimistic values. Moreover, this energy model 

will be developed with the intention to eventually enhanced it with a storage component. In order to 

do so a dynamic energy production calculation is required. Therefore, the energy production of the 

renewable energy technologies will be calculated with the use of hourly meteorological data. This 

approach enables a realistic view of the potential energy generation at the research area. Furthermore, 

to calculate the energy generation of the technologies present at the research area, the method as 

proposed by Tina et. al. (2006) are used.  

However, to fully incorporate this data in the model an adjustment has to be made to coop with 

the roughness, and the characteristics of the surrounding area. To deal with the height, and urban 

surface adjustment the method proposed by Millward et. al. (2013a). This approach uses three steps 
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to adjust the measured wind speed at 10m, to an estimated wind speeds at the Hub height. This 

method will be further elaborated in Part 2.  

For the optimization of the energy technologies in the research area an optimization algorithm is 

used to find the optimal configuration. In this model the simulated annealing approach is used to find, 

and improve the configuration of the energy technologies and propose a best fit solution, within the 

set objective, and constraints. The simulated annealing optimization algorithm is designed to be able 

ǘƻ άŎƭƛƳōέ ƻǳǘ ƻŦ ƭƻŎŀƭ ƳƛƴƛƳŀΣ ŀƴŘ ŦƛƴŘ ǘƘŜ Ǝƭƻōŀƭ ƻǇǘƛƳǳƳ ǎƻƭǳǘƛƻƴΦ CǳǊǘƘŜǊƳƻǊŜΣ ǘƘƛǎ ƛǎ ŀ ǾŜǊȅ 

comprehensive method, and is easily coded.  

The aim of this model is to find an optimal configuration of renewable energy technologies on 

business premises. The optimum solution for the configuration of renewable energy technologies is to 

minimize the overall costs per produced kWh. In this manner, the system capital costs, operation and 

maintenance costs, and the total produced energy is combined in one value, which can be easily tested, 

and provides a clear view on the feasibility of the system over a pre-determined lifespan. For this 

method the time-value of money will be by aggregating the discounted-cash-flow methodology. This 

method incorporates the time value of money, and is a comprehensive, and often used method to 

calculate the feasibility of investment, and business decisions.  

Finally, the model must be able to assist decision makers with the development of energy system 

within the built environment. For this reason all variables of importance are integrated in the Interface 

of the model.  

Furthermore, the outputs are also visualized in the Interface to give a clear view of the configuration 

of the model. The output generated by the model gives the modeller insight in the potential of the 

research area. The location, energy production per technology, number of technologies, capital costs, 

O&M-costs, and overall Costs per produced kWh.  
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4. Development of a Spatial Decision Support Energy Model  
 

Abstract 

The allocation of renewable energy technologies within the urban environment, where a trade-off has 

to be made between multiple objectives present a major challenge for planners, and system 

developers. It can be stated that there are ƴƻ ǎǘǊŀƛƎƘǘŦƻǊǿŀǊŘ ǎƻƭǳǘƛƻƴǎΣ ǘƻ ŦƛƴŘ ŀƴ άƻǇǘƛƳŀƭέ ǎƻƭǳǘƛƻƴ 

to provide the research area with sufficient energy, without administrating major changes to the urban 

environment, due to the complexity, and diffused nature of this urban environment. 

CƻǊ ǘƘƛǎ ǊŜŀǎƻƴΣ ŀ ǎǇŀǘƛŀƭ ŘŜŎƛǎƛƻƴ ŜƴŜǊƎȅ ǎǳǇǇƻǊǘ ǘƻƻƭ ƛǎ ŘŜǾŜƭƻǇ ǘƻ ŦƛƴŘ ŀƴ άƻǇǘƛƳŀƭέ ŎƻƴŦƛƎǳǊŀǘƛƻƴ 

ǘƻ ǎǳǇǇƭȅ ǘƘŜ ǊŜǎŜŀǊŎƘ ŀǊŜŀ ǿƛǘƘ ǎǳŦŦƛŎƛŜƴǘ ŜƴŜǊƎȅΦ ¢ƘŜ ŀƛƳ ƻŦ ǘƘŜ ƳƻŘŜƭ ƛǎ ǘƻ ŦƛƴŘ ŀƴ άƻǇǘƛƳŀƭέ ǎƻƭǳǘƛƻƴΣ 

with the least costs per produced kWh in order to provide users with affordable electricity. The focus 

lies on the integration of two major renewable energy technologies namely, wind and solar power in 

the urban environment. The spatial environment is represented by a GIS-map consisting of individual 

parcels of the research area. The parcels provide the boundaries, and also the spatial constraints of 

the research area. 

In order to incorporate the wind potential in the urban environment of a business area the wind 

atlas methodology is integrated to assess the wind potential per parcel, in relation to its build surface. 

Furthermore, meteorological data from a weather station in the vicinity of the research area is 

integrated, to generate an accurate estimation of the amount of energy produced on a yearly bases. 

For the optimization of the configuration the optimization algorithm simulated annealing is used.  

The model is tested on a case-ǎǘǳŘȅ ƛƴ ǘƘŜ bŜǘƘŜǊƭŀƴŘǎ ƻƴ ŀ ōǳǎƛƴŜǎǎ ǇǊŜƳƛǎŜǎ ƴŜŀǊ Ψǎ-

IŜǊǘƻƎŜƴōƻǎŎƘΣ ŎŀƭƭŜŘ άŘŜ .ǊŀƴŘέΦ Three scenarios are tested on this case. First, the scenarios, a 50 

kW case, is tested where the meteorological data represent the geographical location of the business 

premises near Den Bosch. Second, a scenario is proposed where a larger wind turbine is introduced in 

the model. Third, a scenario is proposed where the capital costs of the PV modules decrease with 10% 

of its original value.   

In all case a configuration is proposed solely consisting of PV modules. This can be explained by the 

low average velocity of the research area. However, all proposed configuration only have small 

differences, implying that the model always finds approximately the same configuration for when only 

small changes are made in the configuration of the variables.  

 

4.1. Introduction 

The allocation of renewable energy technologies within the urban fabric is a complex problem for the 

sustainable redevelopment of urban districts. This problem arises due to the complex, and diffuse 

ƴŀǘǳǊŜ ƻŦ ǘƘŜ ǳǊōŀƴ ŦŀōǊƛŎΦ ¢ƘŜ ǇǊƻōƭŜƳ ŘŜŎƛǎƛƻƴ ƳŀƪŜǊǎ ŀǊŜ ŦŀŎƛƴƎ ƛǎ ŦƛƴŘƛƴƎ ŀƴ άƻǇǘƛƳŀƭέ ǎƻƭǳǘƛƻƴ ǘƻ 

provide the research area with sufficient energy, without administering major changes to the urban 

environment.  

The allocation of services, and facilities in the existing fabric of the urban environment requires the 

ability to balance numerous variables, constraints, and conflicting objectives, to find a realistic, and 
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appropriate solution for any given spatial problem. SDSS models can assist decision makers with the 

automated process of problem solving, and can offer a solution, to identify the configuration, and 

operation that provide an optimal trade-off between economic, and environmental aspects. 

Researchers have developed comprehensive energy models to aid decision makers in the 

development of redevelopment plans. Multiple methods have been developed to find the optimal 

sizing of renewable energy technologies to provide an area with sufficient energy (Borowy & Salameh, 

1996; Kaabeche et al., 2011; Nelson et al., 2006; Zhou et al., 2010). However, in many of the research 

spatial constraints are hardly considered. In the research of Millward et. al. (2013b) the urban fabric is 

integrated to take into account the urban fabric on the wind potential in the city. However, the scope 

of Millward et. al. (2013b) ŘƻŜǎƴΩǘ ƛƴŎƻǊǇƻǊŀǘŜ ǘƘŜ ŀƭƭƻŎŀǘƛƻƴ ƻŦ ǿƛƴŘ ǘǳǊōƛƴŜǎ ƛƴ ǘƘŜ ǳǊōŀƴ 

environment.  

In this research, an energy optimization model is proposed for the redevelopment of business 

preƳƛǎŜǎΣ ǿƘƛŎƘ ǿƛƭƭ ǎƛȊŜ ǘƘŜ ŘƛǎǘǊƛōǳǘƛƻƴ ōŜǘǿŜŜƴ ǎƻƭŀǊ t±Σ ŀƴŘ ǿƛƴŘ ŜƴŜǊƎȅ ƛƴ ŀƴ άƻǇǘƛƳŀƭέ ƳŀƴƴŜǊΣ 

while considering the spatial constraint given by the research area, and providing enough renewable 

energy to make the research area self-sufficient. For this research, methods, used by several 

researchers, are used for the calculation of renewable energy production. (Ekren & Ekren, 2010; 

Kaabeche et al., 2011; Nelson et al., 2006; Tina et al., 2006).  

In chapter 4.2.1, the proposed energy model is further elaborated with its objective function, 

constraints, and methods. In chapter 4.3, the required data is described for operating the model. In 

chapter 4.4, the user interface is presented using a case-study of a business area in the Netherlands. 

Furthermore, the results of this case-study are presented under different scenarios. In chapter 5, the 

operations of the energy model are discussed in retrospect.  

 

4.2. Model Design 

The optimization energy model proposed in this research, aims to find the best configuration of 

renewable energy technologies within the built environment, and more specifically on business 

premises.  

In this chapter the setup of the model is further elaborated. For the optimization an objective 

function is defined in chapter 4.2.1. In chapter 4.2.2, and 4.2.3 the methods are proposed for 

allocating, and calculating the energy production of PV arrays, and wind turbines. The optimization 

algorithm used is discussed in chapter 4.2.4. Finally, in chapter 4.2.5 an economic evaluation is defined 

to check the economic variables to the decision parameters.  

 

4.2.1. Objective function 

In this research, an optimization energy model is proposed for the use on business premises in the 

Netherlands. The objective of the proposed method is to optimize the least costs per produced unit of 

electricity (kWh). This results in the following objective function; 
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Minimize    Costs/kWhproduction όϵκƪ²ƘΤ /h9ύ ό9ǉΦ мр) 

Subject to   safety, and spatial constraints are met (Chapter 4.3, 4.2.2, 4.2.3) 

    Capacity constraint EG җ 9D 

 

The objective function is subject to spatial constraints as given by the built environment, legal 

restriction defined by national governments (chapter 4.2.2 & 4.2.3), and the produced electricity over 

a year has to be equal to, or larger than the yearly energy demand.  

 

4.2.2. Mathematical model for PV systems 

The amount of solar radiation that reaches the ground depends on the geographical location, and 

climatic conditions. In this chapter, a PV array allocation method is proposed. Furthermore, the 

method for estimating hourly energy production is defined, and specified.     

 

Allocation of PV panels  

For the allocation of PV arrays on a flat roof of buildings only two restrictions are applied, which are 

the requirement that a mechanic  can safely, and easily walk around the PV arrays, and that the PV 

array are limited visible from the  ground floor (Notenbomer, 2014). This restriction implies that there 

needs to be sufficient space between the roofs edge, and the PV modules. The value of required 

surface area per PV module can be adjusted by the modeller in the interface, this will be further 

elaborated in chapter 4.4. 

Before allocating PV modules on a specific parcel a number of conditional statements (Eq. 1) have 

to be completed. For the allocation of PV modules this implies the following statement; 

 

 Ҧ ̞   (1) 

 

Where,  is the conditional statement verifying a parcel if it complies with the condition for 

installing PV modules. In this case, this results in verifying the parcel if it has a roof surface large enough 

ǘƻ ǳǘƛƭƛȊŜ t± ƳƻŘǳƭŜǎΦ ˕ ƛǎ ǘƘŜ ǇǊƻŎŜŘǳǊŜ ŦƻƭƭƻǿƛƴƎ ƛŦ  is true. This procedure results in the allocation 

of a number of PV modules using Eq. 2.  

Furthermore, in this research, we assume that when PV panels are installed, the whole roof is 

installed with PV panels. This results in Eq. 2, as shown here below.  

 

ὔ  

ὙὛ  

Ὓὃ
 (2) 

 

Where, Npv is the number of panels that can be installed on the roof in question, and RSbuilding n is 

the roof surface which is retrieved from the GIS-map. The SApv is the required square meters a PV 

module needs when installed on a flat roof in a 35° angle. 



   41 
 

The required square meters to install one PV module on a flat roof is calculated using the method 

proposed by Notenbomer (2014) (Eq. 3), this method calculates the minimum distance required 

between PV module to minimize the shadow effect of succeeding PV module, and is further elaborated 

in Appendix 5) Method of Notenbomer. This method is uses an inclination conversion value, which is 

depend on the angle of the installed PV module, to calculate the distance required between PV 

modules.  

 

Ὓὃ ὒὖὠzὭὧzὡὖὠ (3) 

 

Where, SAPV is the required square meters a PV module requires to be installed on a flat roof, LPV 

is the length of the PV module, ic is the conversion value which is related to the angle of the PV module, 

and WPV is the total width of the PV module. 

It has to be noted that in the allocation of PV modules the geometry, and orientation of the 

buildings are neglected. Additionally, it is assumed that the roof is completely covered with PV 

modules. This limits the possible outcomes for the model, and therefore limits the simulation time of 

the model.  

 

PV Energy Generation 

For the hourly energy generation of the pv-panels, the method of Tina et. al. (2006) is used shown in 

Eq. 4. This method uses hourly meteorological data to calculate the hourly power output of the PV 

array. The hourly solar irradiation is provided by the KNMI database (chapter 4.3.2).  

 
ὖ ὃ –zz ɢ (4) 

 

Where, Ppv is the power output of the PV module in a hour, AC is the total square surface of the PV 

array, which is determined by the model, and only indicates the active surface of the PV module, and 

ḽ is the efficiency of the PV module in percentages, and can be set by the user (chapter 4.4.2). I  ̡is the 

hourly solar irradiation given by the meteorological data.  

The total energy production of the PV modules is calculated by summarizing all values of Eq. 4 into 

one number using Eq. 5. 

 

ὖ ὖ  (5) 

 

Where, Ppv(t) is the total energy production of PV modules in one year, and Ppv is the energy 

production per hour. With this approach, it is assumed that the PV panels have maximum power 

tracking. The summation runs from 1 to 8760 due to the amount of hours in a year. The method uses 

the total active surface of the PV array, and combine the module efficiency, and transformer efficiency 

into one percentage of total converted irradiation. 
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4.2.3. Mathematical model for Wind turbines 

The allocation, and energy production for wind turbines in the built environment, requires more 

extensive planning then that of PV arrays. This is mainly due to the safety restriction, and the possible 

interference of the built environment on the local wind speed. Therefore, comprehensive modelling 

for the allocation of wind turbines is required, in order to find the location with the highest wind energy 

potential, while being subject to legal restrictions. The wind speeds measured by the KNMI (chapter 

4.3.2) have to be adjusted to the local level of the research area, using the wind atlas methodology. 

Furthermore, the legal restrictions of allocating wind turbines will be discussed.  

 

Wind Atlas Methodology 

The regional wind climate is used as the starting point of the model is the freely available KNMI 

database (KNMI, 2015). To estimate the wind speeds at a parcel level, the Wind Atlas Methodology as 

proposed by Millward et. al. (2013a) is used. This methodology enables the user to correct the 

measured wind speeds to a different height at a location nearby. It involves applying a number of 

adaptations to a wind speed database to account for the effects of the urban area upon wind profiles. 

It relies on knowledge of the regional wind climate in the city, and also the aerodynamics properties 

of the urban surface, which are typically quantified using the parameters roughness length (z0), and 

displacement height (d), these are shown in Table 9. The general concept of this method is represented 

in Figure 2.  

 

 

Figure 2. Schematic representation of the Wind Atlas Methodology (Millward-Hopkins et al., 2013a) 

 

¢ƘŜ ΨǿƛƴŘ ŀǘƭŀǎ ƳŜǘƘƻŘƻƭƻƎȅΩ ǳǎŜǎ ǘƘŜǊŜŦƻǊŜ ǘƘǊŜŜ ǎŎŀƭƛƴƎ ǇǊƻŎŜŘǳǊŜǎΦ ¢ƘŜ ŦƛǊǎǘ ǎŎaling procedure, 

involves scaling the wind speeds up towards the top of the urban boundary layer (UBL), at height zUBL 

(Eq. 6). This is usually set as a constant of 200 m, at this height the influence of the urban surface is 
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assumed to be absent (Millward-Hopkins et al., 2013b). The wind speed at this height is calculated 

ǳǎƛƴƎ ǘƘŜ ǎǘŀƴŘŀǊŘ ƭƻƎŀǊƛǘƘƳƛŎ ǿƛƴŘ ǇǊƻŦƛƭŜΣ ǿƛǘƘ ŀ ǊŜŦŜǊŜƴŎŜ ΨƻǇŜƴ ŎƻǳƴǘǊȅΩ ǊƻǳƎƘƴŜǎǎ ƭŜƴƎǘƘ όZ0-ref) 

of 0.14m. 

This results in the following equation; 

 

Ὗ Ὗ
ÌÎᾀ ᾀϳ

ÌÎρπᾀϳ
 (6) 

   

Where, UN is the hourly wind speed at the measured height of 10m. The roughness length is donated 

as z0-ref, and is a fixed value. zUBL is the height of at the top of the Urban boundary Layer. And, UUBL is 

the corrected hourly wind speed at UBL height.  

In the remaining procedure of the methodology, the wind speed at the top of the UBL is down-

scales to the hub height of the wind turbine, in two stages, using aerodynamic parameters appropriate 

for the urban area. These parameters can be estimated based upon detailed data describing the 

geometry of all buildings and major vegetation in the city. In the absence of this data these parameters 

can be estimated on visual inspections (Schallenberg-Rodriguez, 2013).   

The second procedure of the methodology (Eq. 7) is used to estimate the wind speed at the 

blending height (zBLύΦ  ¢ƘŜ ōƭŜƴŘƛƴƎ ƘŜƛƎƘǘ ƛǎ ŎƻƴǎƛŘŜǊŜŘ ǘƻ ōŜ ǘƘŜ ǘƻǇ ƻŦ ǘƘŜ ΨǊƻǳƎƘƴŜǎǎ ǎǳō ƭŀȅŜǊΩΣ 

below this height the wind profile is considered to be determined by the local geometry. The blending 

height is mostly set on a height of 2 ς 5 times the average building height. The wind profile above the 

zBL is assumed to be affected by the area directly upwind of the prediction location, extending to a 

ŘƛǎǘŀƴŎŜ ƻŦ р ƪƳΣ ǘƘŜ ŀǊŜŀ Ŏŀƴ ōŜ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ άǳǇǿƛƴŘ ŦŜǘŎƘέΦ  ¢ƻ ƻōǘŀƛƴ ǘƘŜ UBL, aerodynamic 

parameters appropriate for this fetch are used in the logarithmic profile; 

 

Ὗ Ὗ
ÌÎᾀ Ὠ ᾀ

ÌÎᾀ Ὠ ᾀ
 (7) 

 

Where, Ubl  is the adjusted wind speed at blending height. z0-ref  and dfetch are the fetch roughness length 

and displacement height respectively, as shown in Table 9.  zUBL is the height at the top of the Urban 

boundary Layer. And, UUBL the adjusted wind speed as calculated in Eq. 6. For the estimation of 

ǊƻǳƎƘƴŜǎǎ ƭŜƴƎǘƘΣ ŀƴŘ ŘƛǎǇƭŀŎŜƳŜƴǘ ƘŜƛƎƘǘ ƻŦ ǘƘŜ άǳǇǿƛƴŘ ŦŜǘŎƘέ ǘƘŜ ŘƻƳƛƴŀƴǘ ǿƛƴŘ ŘƛǊŜŎǘƛƻƴ ƛǎ ǳǎŜŘΦ  

The third procedure (Eq. 6), is down-scaling the wind speed at blending height to the turbine hub 

height (zHUB). The assumption is now made that the wind profile is adapted to the local area, and the 

aerodynamic parameters are estimated for this local area. The local area in this model will be the 

individual parcels, therefore the displacement height, and roughness length of the parcels have to be 

integrated in the GIS-map, as stated in chapter 4.3.1.  

These parameters will be the input of the logarithmic profile; 
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Ὗ Ὗ
ÌÎᾀ Ὠ ᾀϳ

ÌÎᾀ Ὠ ᾀϳ
 (8) 

 

Where, Ubl is the adjusted wind speed as calculated in Eq. 7. z0-local, and dlocal are the roughness length, 

and the displacement height of the local area. zbl is the blending height, and Uhub is the estimated wind 

speed at the hub height. The wind speed at the hub height will be used to calculate the energy 

production of the wind turbine. Note that in this research the wind direction is neglected, due to the 

fact that we assume that the wind turbines hub will always rotate towards the wind direction.  

 

Table 9. Roughness length and Displacement Height 

Terrain description Roughness Length (Z0) (Wieringa, 

1992) 

Displacement Height (d) (Best et 

al., 2008) 

Open Sea Ғ лΦлллн 0 

Concrete, flat desert, tidal flat 0.0002 ς 0.0005 0 

Flat snow field 0.0001 ς 0.0007 0 

Rough ice field 0.001 ς 0.012 0 

Fallow ground 0.001 ς 0.004 0 

Short grass and moss  0.008 ς 0.03 0 

Long grass and heather 0.02 ς 0.06 0 

Low mature agricultural crops 0.04 ς 0.09 0 

High mature crops 0.12 ς 0.18 0 

Regularly-built large town 0.7 ς 1.5 3.10 

Tropical forest 1.7 ς 2.3  7.00 

Continuous bush land 0.35 ς 0.45 19*2/3 

Mature pine forest 0.8 ς 1.6 20*2/3 

Dense low buildings 0.4 ς 0.7 20*2/3 

 

Wind Energy Generation 

For the calculation of hourly power output of the wind turbines, the method as proposed by Tina et. 

al. (2006) is used, as shown in Eq. 8. For a typical wind turbine, the power output characteristics can 

be assumed in such a way that it starts at the so called, cut-in wind speed vC, it is assumed that the 

power output increases linearly as the wind speed increases from vC to the rated wind speed vR. The 

rated power PR is produced when the wind speed varies from vR to the cut-out wind speed vF, at which 

ǘƘŜ ǿƛƴŘ ǘǳǊōƛƴŜ ǿƛƭƭ ǎƘǳǘ ŘƻǿƴΦ ¢ƘŜ ǿƛƴŘ ǎǇŜŜŘ άvέ ƛǎ ŎŀƭŎǳƭŀǘŜ ǿƛǘƘ ǘƘŜ ŀōƻǾŜ ƳŜƴǘƛƻƴŜŘ ΨǿƛƴŘ ŀǘƭŀǎ 

ƳŜǘƘƻŘƻƭƻƎȅΩΣ ǳǎƛƴƎ ƘƻǳǊƭȅ ƳŜǘŜƻǊƻƭƻƎƛŎŀƭ Řŀǘŀ ŦǊƻƳ ǘƘŜ YbaLΦ ¢Ƙƛǎ ǊŜǎǳƭǘǎ ƛƴǘƻ ǘƘŜ ŦƻƭƭƻǿƛƴƎ 

equations; 

 



   45 
 

ὖ ὺ

ὖ

ὺ ὺ
ᶻὺ ὺ                   ὺ ὺ ὺ

ὖ                                                       ὺ ὺ ὺ
π                                                       ὕὸὬὩὶύὭίὩ

 (9) 

 

Where, Pw is the power output of the wind turbine at wind speed (v). vC is the cut-in wind speed , vR is 

the rated wind speed, and vF is the cut-out wind speed of the wind turbine. Furthermore, the PR is the 

rated power output of the wind turbine, which is produced when the wind speed is equal or higher 

than the rated wind speed, and lower than the cut-out wind speed. 

The total energy production over the year is calculated using the Eq. 10. 

 

ὖ ὖ ὺ (10) 

 

Where, Pw(t) is the total energy production of one specific wind turbine, and Pw(v) is the energy 

production calculated using Eq. 9. The summation suns from 1 to 8760 due to the amount of hours in 

a year. 

All variables in this equation are adjustable in the interface of the model, except for, the hourly 

wind speeds which are derived from the KNMI dataset. The possibility to adjust these parameters is 

further described in chapter 4.4.2. 

 

Allocation of Wind Turbines 

The allocation of wind turbines within the urban environment require the aggregation of multiple 

safety regulations. The Dutch government (Faasen, Franck, & Taris, 2013) have defined two safety 

zones regarding, vulnerable, and limited vulnerable buildings, as seen in Figure 3.  

The most inner circle, also donated as the 10-5 contour, is where no buildings, or installation are 

allowed. The safety range of this safety zone is often equal to the rotor radius of the wind turbine. The 

outer circle, also donated as 10-6 contour, is the safety zone wherein no vulnerable buildings are 

authorized. Vulnerable buildings are defined as, dwellings, hospitals, offices with a higher floor surface 

then 1500 m2, etc. Within this contour it is authorized to have limited vulnerable buildings such as, 

office smaller than 1500 m2, warehouses, and so on.  The distinction between vulnerable, and limited 

vulnerable buildings are made on the basis of the GIS-maps, and visual analysis as stated in chapter 

4.3.1. This contour is often set on the radius of the rotor plus the hub height of the wind turbine, and 

therefore dependent on the size of the wind turbine (Faasen et al., 2013).  
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Figure 3. Safety zoning for wind turbines 

 

Furthermore, for the allocation of wind turbines it is also required to consider the interference 

caused by surrounding wind turbines (Aydin et al., 2010; Ozturk & Norman, 2004; Patel, 2006). The 

wind speed after a wind turbine is significantly less than up wind, this reduction has a negative 

influence on the wind production of wind turbines installed downwind of other wind turbines. The 

distance requirements differ between the upwind positioning, and cross wind positioning. However, 

in this research there is no distinction between wind directions, therefore, in the positioning of wind 

turbines, there is no distinction between upwind, and crosswind positioning.  

When analyzing the outcomes of the optimization model, this restriction have to be considered, 

before undertaking further steps. All distance regulation are shown in Table 10.  

In the model the safety checks, and safety zoning checks all originate from the centre of the parcel, 

this is done to limit the amount of possible location for the model, and however this can create some 

errors when allocating neighbouring wind turbines resulting in Eq. 11. These conditions result into the 

following conditional statement for allocating a wind turbine on a parcel; 

 

  (  h   ̡  ɹ  Ą ɻ  )  (11) 

 

Where, h  is condition that a parcel have sufficƛŜƴǘ ŀǾŀƛƭŀōƭŜ ǎǉǳŀǊŜ ǎǳǊŦŀŎŜΣ ʲ is the condition that 

there is no vulnerable object within the 10-6 coƴǘƻǳǊ ƻŦ ǘƘŜ ǿƛƴŘ ǘǳǊōƛƴŜΣ ŀƴŘ ʴ is the condition that 

there is no wind turbine within the vicinity of the proposed wind turbine. If all conditions are met the 

procedure ɻ  will commence, which results in the development of a wind turbine on a parcel.  If one or 

all condition are false, than the procedure ɻ  will not commence.  
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Table 10. Distance Restriction for allocating Wind Turbines 

Regulations1 Distance requirements(m) 

Distance regulation regarding buildings 

  Limited vulnerable objects (Hotel, shops,               

office<1500 m2) (10-5 contour) 

radius of the rotor blades 

Vulnerable objects (dwellings, hospitals, schools, offices 

>1500m2) (10-6 contour) 

Height of the wind turbine + radius of the rotor 

blades 

Distance regarding surrounding Wind turbines 2 ς 4 radius of rotor blades 

 

4.2.4. Optimization algorithm for the distribution of Wind Turbines & Solar PV 

The optimization algorithm used in this energy model is the simulated annealing (SA) algorithm. The 

simulated Annealing is a general optimization technique for solving combinatorial optimization 

problems (Erdinc & Uzunoglu, 2012). It is derived from the chemical process of heating a metal in a 

heat bath, and then cooled down by lowering the temperature in the heat bath(Erdinc & Uzunoglu, 

2012).  

The simulated annealing process consists of 7 steps (Jayaraman & Ross, 2003). The first step is the 

initialization, step 2 check feasibility, step 3 is generate a feasible neighbouring solution, step 4 is the 

evaluation incumbent solution with neighbouring solution, step 5 is examining Metropolis condition, 

step 6 Increment counters. Step 7 adjust the temperature.  

At each iteration, a candidate mode is randomly selected and this mode is accepted if it leads to a 

solution with a better objective function value than the current solution. Otherwise, the move is 

accepted with a probability that depends on the deterioration of the objective function value based 

ƻƴ άaŜǘǊƻǇƻƭƛǎ /ǊƛǘŜǊƛŀέΣ 9ǉΦ м2.  

The annealing procedure depending on the temperature decrement allows for wide area searches 

by a faster temperature decrement at the beginning of the iterative process, then local area searches 

around the best solutions in the wide area search steps with slower temperature in the next steps of 

the algorithm (Erdinc & Uzunoglu, 2012).  In SA the cost of a solution is equivalent to the energy of the 

physical state, and the temperature, although it has no physical meaning, can be seen as controlling 

the entropy of the system. At high temperature, all solutions the optimization problem are equally 

likely while, at low temperature only the minimal cost solutions are accepted. The initial temperature 

(Eq. 12) is set in such a manner, that the worst possible solution is accepted with a change of 80%. 

Resulting the following equation; 

 

Ὕ
Ὢ‏

ÌÎπȢψ
 (12) 

 

                                                                 
1 Handbook Risk zoning Wind turbines was used (Faasen et al., 2013) 
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Where, T0 is the temperature at time zero, and ‏Ὢis the greatest difference between options. This 

implies that the value of the initial temperature is dependent on the scaling of the objective function, 

and therefore is problem specific. Following an appropriate cooling schedule, SA has the potential to 

avoid local minima and converges to the global optimal solutions within a reasonable computing time 

(Gandomkar et al., 2009).  

Solutions which are not of a better value than the previous is accepted with the probability (Eq. 13); 

 

ὖ

ρ ὭὪ ᷿ ᷿

ÅØÐ 
᷿ ᷿

Ὕ
ὭὪ ᷿ ᷿

 (13) 

 

Where, ᷿  is the costs current configuration, ᷿is the costs proposed configuration, and T is the 

temperature of the system. The algorithm is run until a stopping condition is reached, typically a 

minimum temperature value, specified as part of the annealing schedule. The end temperature can be 

determined by two conditions, one, there are no more improvements, and two the acceptance ratio 

is falling below a given value. The overall code of the system which is used to find new solution, and 

provide the initial setup is represented in Appendix 6) Netlogo Code. 

 

Initial Setup 

¢ƘŜ ŜƴŜǊƎȅ ƳƻŘŜƭ ƛǎ ǎǘŀǊǘŜŘ ōȅ ǇǊŜǎǎƛƴƎ ǘƘŜ άǎŜǘǳǇέ ōǳǘǘƻƴ ƛƴ ǘƘŜ ƛƴǘŜǊŦŀŎŜΦ ¢Ƙƛǎ ǇǊƻŎŜŘǳǊŜ ƛƴƛǘƛŀǘŜǎ 

several components of the energy model. First, of all the procedure starts for uploading the GIS-vector 

ƳŀǇ ǿƛǘƘ ŀƭƭ ǊŜǉǳƛǊŜŘ ŦŜŀǘǳǊŜǎΦ {ŜŎƻƴŘΣ ŦƻǊ ŜŀŎƘ ǇŀǊŎŜƭ ŀ άǘǳǊǘƭŜέ ƛǎ ƎŜƴŜǊŀǘŜŘ ǿƘƛŎƘ ǎǘƻǊŜǎ ŀƭƭ ŦŜŀǘǳǊŜǎ 

ƻŦ ǘƘŜ ǇŀǊŎŜƭ ƻƴ ǿƘƛŎƘ ƛǘΩǎ ƭƻŎŀǘŜŘΣ ǘƘƛǎ άǘǳǊǘƭŜέ ƛǎ ǳǎŜŘ ƛƴ ŀ ŦǳǘǳǊŜ ǎǘŜǇΦ ¢ƘŜǎŜ άǘǳǊǘƭŜǎέ ŀƭǎƻ Ŏƻƴǘŀƛƴ ǘƘŜ 

values of energy production potential per parcel per year. These values are calculated with the 

methods proposed in chapter 4.2.2, and 4.2.3. Finally, a random configuration is generated. This 

configuration only serves as a starting point for the optimization procedure, and will not have an effect 

on the outcome of the energy system.  

The starting configuration is obliged to a certain set of constraints as stated in chapter 4.2.2 and 

4.2.3. The starting configuration is generated by selecting at each iteration a random parcel, and 

allocate either a wind turbine, or PV modules. This division is done on a 50/50 bases, if the parcel 

complies with all constraint. If a renewable energy technology is allocated the model chooses a new 

random parcel, and allocates another technology, continuing this process until the energy demand is 

met. This process is shown in the flowchart as presented in Figure 4, and the continuation is shown in 

Figure 5.  

When the random configuration is completed all required values are calculated, and the 

configuration is stored in an internal memory of the system. From this point new configuration will be 

ƎŜƴŜǊŀǘŜŘ ƛƴ ƻǊŘŜǊ ǘƻ ŦƛƴŘ ǘƘŜ άōŜǎǘέ ǎƻƭǳǘƛƻƴ ŦƻǊ ǘƘŜ ǊŜǎŜŀǊŎƘ ŀǊŜŀΦ  
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Figure 4. Flowchart for initial setup of the model 
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Figure 5.  Continuation of the flowchart in figure 4 (Initial setup 2.0) 

 

Changing the configuration 

In order to optimize the distribution of renewable energy technologies on the research area an 

algorithm is develop which finds a new configuration at each iteration. The algorithm is drafted in such 

a fashion that at each iteration only one small change is made to the existing configuration of 

renewable energy technologies. This implies that at the end of the algorithm only five possible 

outcomes are present. The model either installs, or removes a wind turbines, either installs, or remove 

PV modules, or does nothing.  

To arrive at one of these five possibilities, the algorithm starts with the selection of a random parcel 

in the research area. For the selected parcel the technology with the least costs per kWh is selected. 

Before installing the selected technology a set of conditional statements have to be met. The results 

of the conditional statements determine which of the five possibilities is utilized. If the possibility arise 
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that the model decides that nothing will be change in the configuration the steps of calculating the 

overall costs, production and costs/kWh is skipped, and a new parcel is randomly selected.  

When a new configuration is composed the overall production, and costs is calculated to determine 

the overall costs of energy (COE). The new configuration is accepted according to the statements as 

described in Eq. 10. If the new configuration is accepted, the new configuration becomes the best 

configuration, and the model continues searching for another solution. This process is continued until 

the stopping procedure is met, or no better solution is found by the energy model.  The whole 

procedure is shown in Figure 6. 

 

Limitations of the energy model 

There are several limitations implies in this energy optimization model. This limitations mainly relate 

to the allocation of the renewable energy technologies, and amount of allocated renewable energy 

technologies.  

First of all, the allocation of wind turbines is limited to one turbine per parcel. This is done because 

of the inability to incorporate the interference of wind turbines on a parcel level. Thus, the possibility 

that multiple wind turbines are allocate on one parcel, and provide the research area with sufficient 

energy is not incorporated. Second, the allocation of PV modules is done on the complete roof surface. 

The methodology neglects the effect of installations, or other constraints that can imply on a roof of a 

building. Third, the constraints regarding highways, canals, and other limitations for allocating wind 

turbines are neglected. In this study, only the vulnerability of the surrounding buildings are 

incorporated.  
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Figure 6. Flowchart for finding new configurations 

 

4.2.5. Economic Analysis 

It is necessary to have an economic analysis, when attempting to optimize the costs per produced kWh. 

As stated in chapter 4.2.1, the objective function of the energy model is to minimize the costs per 

produced kWh over the lifetime of the system. The expected costs of the system over the lifetime will 

consist of the capital costs, spend at the start of the year, and the yearly O&M-costs of the renewable 

energy technologies. The expected energy production over a lifetime is calculated using the total yearly 

energy production, by aggregating Eq. 4 & Eq. 9, and multiplied with the lifetime of the system. This 
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implies that the total energy production is equal for each year. The costs per kWh (Eq. 15) is defined a 

following;  

 

Ό
ὯὡὬ

ὅΌ ὕǪὓ

В Ὁ
 (14) 

 

Where, ϵκƪ²Ƙ ƛǎ ǘƘŜ Ŏƻǎǘǎ ƛƴ 9ǳǊƻΩǎ ǇŜǊ ǇǊƻŘǳŎŜŘ ƪ²Ƙ ƻǾŜǊ ǘƘŜ ŎƻƳǇƭŜǘŜ ƭƛŦŜǘƛƳŜΦ / όϵύ is the 

capital costs of the system, as donated in Eq. 16. O&MT is the operation and maintenance costs over 

the complete life time calculated with Eq. 17, and Ey  is the total produced electricity over the complete 

lifetime as calculated in Eq. 12. The user is able to adjust several variables in this equation, this enables 

the modeller to make simple analysis of the performance of the system with various settings this is 

elaborated in chapter 4.4.2.  

The total yearly energy production of the allocated renewable energy technologies is calculated for 

two reasons. First of all for the check if the overall energy generation is sufficient to provide the 

research area with sufficient renewable energy. Second, to use it to calculate the overall costs of 

energy for the whole system. The total yearly energy production is easily calculated by adding the 

energy produced by the wind turbines, with that of the PV panels the total energy production is 

calculated per year. This results in the following function; 

 

Ὁ ὸ  ὖ ὖ  (15) 

 

Where, EY (t) is the total generated electricity in kWh. Pw(t) is the electricity production by wind 

turbines over the year, and Ppv (t) is the electricity production by PV array over the year. The energy 

generation of the PV-arrays, and wind turbines are calculated using the equation as defined in Eq. 4, 

and Eq. 9.  

Furthermore, the capital costs are the costs for purchasing, transportation, and installation of the 

system. The capital costs are assumed to be spend in the first year. The capital costs consist of the 

combined costs for the PV panels, and the wind turbines. The total capital costs are defined by; 

 

ὅ Ό ȟ  ὔ Όz  ὔ Όz  (16) 

 

Where, / όϵύpv,w, is the capital costs of the system, Npv is the total number of pv-modules in the 

system, ϵpv are the costs for installing an pv-module on a flat roof, Nw is the total number of wind 

turbines installed in the system, and ϵw is the costs for designing, and installing and wind turbine on 

the premises. 

Additionally, the Operation and Maintenance costs (O&M-costs) are calculated over the lifetime of 

the system. The costs for operation and maintaining the system can be adjusted per renewable energy 

technology. In the case of the wind turbine the O&M-cost is a percentage of the capital costs. For the 
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PV-array the O&M-costs are a given number, both adjustable by the modeller (chapter 4.4). The O&M-

costs per year are defined by the following equation;  

 

ὕǪὓ ὕǪὓ ώ ὕǪὓ ώ (17) 

 

Where, O&M(y) is the total O&M costs for the system for a year,  O&Mw(y) is the O&M costs per wind 

turbine per year, &Ms(y) is the O&M costs per PV panel per year, and n is the number of wind turbines, 

and PV modules on the research area.  

Before the O&M-costs can be integrated in the objective function, the costs of O&M have to be 

added over the years. To calculate the current value of future cash flows the discounted cash flow is 

used to aggregate the O&M-costs over the lifetime of the system (Metrick & Yasuda, 2011). It is a 

commonly used method to assess the feasibility of a project, asset or business.  The discounted cash 

flow is defined in the following equation; 

 

ὕǪὓ  
ὕǪὓ

ρ Ὥ
 (18) 

 

Where, O&MT is the discounted present value of the O&M costs over the set lifetime. i is the discount 

rate (%), n the year for which is calculated, and O&My is the O&M cost per year as calculated in Eq. 17.  

The user can set multiple variables within the economic evaluation, this is further discussed in 

chapter 4.4.2. 

 

4.3. Required data input 

For the user to successfully operate the energy model multiple data sources are required to make a 

valid estimation. First, of all a GIS-map has to be uploaded providing all necessary data per parcel in 

order to make an analysis. Second, the meteorological data have to be adjusted collected by the KNMI 

(Dutch Royal Meteorological Institute), and integrated in the model. Third, the hourly demand data 

from the EDSN can be integrated, however this is optional the description of this data source is further 

elaborated in Appendix 2) EDSN Demand Profiles. The GIS-map, and the meteorological data provide 

the most important input for the optimization model.  

 

4.3.1. GIS-mapping 

To incorporate spatial constraints in the optimization of renewable energy technologies a GIS-vector 

map is integrated in the optimization. The GIS-maps are made available by the land register (Kadaster, 

2015). The GIS-maps are downloaded as shape-files (.shp) so it is compatible with the Netlogo 

environment. Additionally, the GIS-maps also contain information about the occupation, size and 

address of the parcels.  
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Before uploading the GIS-maps in the Netlogo model some additions have to be made, this can 

easily been done with GIS software packages such as FME workbench, and QGIS. First, the researchers 

has to be sure that only the research are is presented in the map, and delete all other parcels. This can 

be done using FME workbench. Second, for the calculation of energy potential of renewable energy 

technologies some variables have to be integrated in the GIS-map, which consists of; the available roof 

surface, available free surface, vulnerable building, local roughness length, and local displacement 

height as described in the wind atlas methodology. This variable can be easily be added using the QGIS 

software package.  

Furthermore, Table 11 presents the required information, and table names in order for the model 

to successfully extract the data from the shapefiles.  

 

Table 11. Attributes of the per parcel in the GIS-map 

Nr Variable Type Example 

1 ID number Integer 0, 1, 2,..,N 

2 Total surface area parcel Integer 2000 m2 

3 Roof surface Integer 1500 m2 

4 Available free space Integer 500 m2 

5 Vulnerable building Boolean 0 or 1 

6 Local roughness length Integer Table 9 

7 Local displacement height Integer Table 9 

 

 

4.3.2. Meteorological data 

The meteorological data is used to estimate the energy production of the selected renewable energy 

technologies. The data is obtained from the Dutch Royal Meteorological Institute (KNMI), and is freely 

available. The dataset consist of a text-file (.txt), before uploading some adjustments are required. 

Redundant data needs to be removed from the file, with the purpose to keep the model clear. For the 

energy production calculates only the average wind speeds per hour, and average solar irradiation per 

hour are required. These datasets need to be organized in two columns in a text-file before uploaded 

in the Netlogo model, as presented in Table 12. Another overview of this data, and the sources of this 

data are represented in Appendix 1) KNMI database.  

 

Table 12. Example of the meteorologische data 

Windspeed ( 0.1 m/s) Irradiation 

40 0 

40 0 

50 0 

Χ ΧΦΦ 
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4.4. User Interface 

The interface is the representation of the research area, variables, and output, of the renewable energy 

system. The most important variables are integrated in the Interface, so the user can set the model. In 

this chapter, the Interface will be elaborated using a case study.    

 

4.4.1. Overview 

The interface, shown in Figure 7, is structured according to the relation to the model. The groups are 

defined as; the input section for data sources, the simulated annealing section, economic, technologic, 

Wind Atlas Method, and output section. These groups divided using letters, and are elaborated in 

chapter 4.4.2. The groups consist of variables which are from importance for these technologies, or 

methods. The interface will be discussed using a case study. All variables are individually shown in 

Appendix 4) Variables of the Energy Model. 

  

 

Figure 7. Overview of the models Interface 
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4.4.2. Variables 

The user can modify the settings of the model in order to influence the possible outcomes of the 

optimization model. As stated in chapter 4.4.1 all variables are clustered in multiple groups. In this 

chapter all groups of variables are shown with the given value for a realistic analysis of the case-study 

άŘŜ .ǊŀƴŘέΦ This is a business park located near the highways A2, and N279 in the municipality of Den 

Bosch. The development is done with the help of a clear urban development concept. The large scale 

business are located at the outer edges, and the medium and small scale are concentrated at the 

centre. 

In Table 13 the variables corresponding with group A are described. These input windows are for 

uploading the GIS-map (chapter 4.3.1 ), and meteorological data input (chapter 4.3.2) into the model. 

Demand data is optional, but will not affect the optimization process.  

 

Table 13. Input monitors for the required data (A) 

Variable Description Type 

Parcel_map This is the input window for the shapefile (.shp) containing the 

research area 

Input window 

Meteorological_data Input window for the text fi le containing two columns. First the wind 

speed, and second the solar radiation. 

Input window 

Demand_profiles Input window for the demand profi les as provided by EDSN. 

(OPTIONAL) 

Input window 

 

In Table 14 the variables corresponding with group B are described. These include essential 

variables for the simulated annealing procedure, total demand of the research area, and economic 

evaluation.  

The amount of iterations is set so that every parcel can change its status in one cooling-down 

procedure. The cooling rate is set on a regular percentage of 5%. The start temperature is set on 360, 

and stop temperature on 60. The economic lifespan of the system is set on the estimated lifespan of 

the system, and the discount rate on 5%, which is a common number for the discount-rate is no specific 

data is available.  

 

Table 14. Variables and values for total demand & simulated annealing algorithm (B) 

Variable Description Type 

Total demand Slider to set the total electricity demand of the area in kWh. Slider 

Top percentage Slider to set the percentage of which the supply may exceed the energy 

demand 

Slider 

Iterations Slider to set the amount of iterations per cooling period in the 

simulated annealing procedure 

Slider 
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Set_temperature Setting to set-up the starting temperature of the simulated annealing 

procedure 

Slider 

Stop_temperature Stop criteria for the simulated annealing Slider 

Cooling-rate The percentage of cooling the temperature has each cooling down 

period (%) 

Slider 

Lifetime The amount of years over which the energy production, and costs are 

calculated 

Slider 

Discount-rate The interest rate for depreciation of money Slider 

 

In Table 16 the variables corresponding with group C are shown. These variables are set using 

literature research, visual obserǾŀǘƛƻƴǎΣ ŀƴŘ ǇǊƻŘǳŎŜǊΩǎ ŘƻŎǳƳŜƴǘŀǘƛƻƴΦ The height of the urban 

boundary layer is set on 200 meters (Millward-Hopkins et al., 2013a). The blending height is set on 

twice the average building height, due to a lack of data regarding buildings height, this value is set on 

пл ƳŜǘŜǊǎ ōŀǎŜŘ ƻƴ Ǿƛǎǳŀƭ ƻōǎŜǊǾŀǘƛƻƴǎΦ ¢ƘŜ Ƙǳō ƘŜƛƎƘǘ ƛǎ ǎŜǘ ōŀǎŜŘ ƻƴ ǘƘŜ ǇǊƻŘǳŎŜǊΩǎ ƛƴŦƻǊƳŀǘƛƻƴ ƻŦ 

the WES 50 wind turbine. The dfetch, and zofetch are set on small build surface as described in Table 

9. 

 

Table 15. Variables and values for the Wind Atlas Methodology (C) 

Variable Description Type 

Height UBL The height of the Urban boundary layer often set on 200 m Slider 

HeightBL The height of the blending height set 2 x average building height Slider 

HeightHUB The height of the wind turbines hub Slider 

Dfetch The displacement height of the fetch area Chooser 

Z0fetch The roughness length of the fetch area Chooser 

 

In Table 16 the variables are shown which correspond with group D. These variables are set based 

ƻƴ ǘƘŜ ǇǊƻŘǳŎŜǊΩǎ ŘƻŎǳƳŜƴǘŀǘƛƻƴΣ ŀƴŘ ŎƻƴǘŀŎǘ ǿƛǘƘ ǘƘŜ ǎǳǇǇƭƛŜǊΦ aƻǊŜ ŘŜǘŀƛƭŜŘ ǎǇŜŎƛŦƛŎŀǘƛƻƴ Ŏŀƴ ōŜ 

found in Appendix 5) Specifications of Energy Technologies. According, to the supplier the costs of this 

wind turbine for purchasing, installation, and transpƻǊǘŀǘƛƻƴ ƛǎ ŀǊƻǳƴŘ ϵоллΦлллΣ-, and the yearly 

O&M-costs are around 1.5% of the CAPEX. For the safety zoning the values as set in Table 10 are used. 

In the case of the WES 50 this is 45 m, and 90 meters, which results in 1.5 patch, and 3 patches.  

 

Table 16. Variables, and values for the Wind turbine setup (D) 

Variable Description Type 

Initial_investment_ 

windturbine 

The costs per wind turbine for purchase, transport, and placement Slider 

O&M-wind O&M costs per wind turbine per year in % of initial investment Slider 

Rated power The rated power of the wind turbine Slider 
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Cut-in wind speed The cut-in speed of the wind turbine Slider 

Rated wind speed The rated wind speed of the wind turbine Slider 

Cut-out wind speed The cut-out wind speed of the wind turbine Slider 

Safety zoning 

(vulnerable build.) 

The safety zoning regarding vulnerable buildings Slider 

Safety zone wind 

turbines 

Safety zoning to reduce interference between wind turbines Slider 

 

In Table 17 the variables are shown which related to group E. These variables are set based on 

ǇǊƻŘǳŎŜǊΩǎ ŘƻŎǳƳŜƴǘŀǘƛƻƴΦ aƻǊŜ ŘŜǘŀƛƭŜŘ ƛƴŦƻǊƳŀǘƛƻƴ ƛǎ ǎƘƻǿƴ ƛƴ  Appendix 5) Specifications of 

Energy Technologies. According to the supplier, a Benq PV-ƳƻŘǳƭŜ Ŏƻǎǘǎ ŀǊƻǳƴŘ ϵпсрΣ- for purchasing, 

and installation on a flat roof. For the O&M-costs no specific amount is specified, although the modules 

ƘŀǾŜ ǘƻ ōŜ ŎƭŜŀƴŜŘΣ ŦƻǊ ǘƘƛǎ ǊŜŀǎƻƴ ŀ ǾŀƭǳŜ ƻŦ ϵмлΣ- is set for cleaning, and other maintenance. For the 

required surface the method of Notenbomer (2014) is used, which resulted in a square surface of 5.05 

m2.  

 

Table 17. Variables, and values for the setup of the PV modules (E) 

Variable Description Type 

Invest_modules The investment costs per PV module Slider 

O&M-pv O&M costs per module per year Slider 

Module-efficiency Module efficiency given in % Slider 

Length of the PV 

module 

Length of the module given in meters Slider 

Width of the PV 

module 

Width of the module given in meters Slider 

Inclination 

conversion 

Gives the conversion value to calculate the minimum distance 

between modules 

Chooser 

 

4.4.3. Output  

The generated output is shown in multiple windows, and graphs shown in the Interface of the model. 

These are shown as group F, G, and H in Figure 7. The generated output is from importance for the 

modeller to estimate the feasibility of the proposed configuration. In Table 18 the monitors are shown 

which correspond with group F. The monitors shown the current state of the system, and its best state 

ever found. These states are based on the costs per produced kWh.  

The model minimizes the costs of electricity for the whole area, and considering the operation 

lifetime as shown in.  The outputs for wind turbines are summarized in, and the outputs generated for 

PV array are summarized in Table 20. The visualization of the output monitors are represented in 

Appendix 4) Variables of the Energy Model. 
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Table 18. Monitors for output generation overall costs of energy per configuration (F) 

Monitor Description Value 

Best-COE Displays the lowest cost of energy of the entire system over the lifetime found ϵκƪ²Ƙ 

New-COE Displays the COE for the new found configuration over the lifetime ϵκƪ²Ƙ 

Current-COE Displays the COE of the latest accepted configuration of the energy system ϵκƪ²Ƙ 

 

In Table 19 the monitors are shown which correlate with group G, also the graphs are part of these 

outputs. These monitors shown the amount of technologies installed, O&M cost per technology, and 

energy produced per technology per year, and per lifetime.  

 

Table 19. Monitors for output generation per renewable energy technology (G) 

Monitor  Description Value 

Number of wind turbines/ 

PV modules 

Depicts the number of installed renewable energy 

technologies on the research area 

Pieces 

Investment wind turbines Displays the total investment costs for the renewable energy 

technologies 

ϵ 

O&M costs wind turbine Displays the total O&M costs of the renewable energy 

technologies in one year 

ϵκȅŜŀǊ 

Wind energy production Displays the total energy produced by renewable energy 

technology per year 

kWh/year 

Costs per kWh wind Displays the costs per produced kWh over one year 
ϵκƪ²Ƙ 

 

In Table 20 the total values are represented, these correspond with group H in Figure 7. These 

monitors shown the total costs, and electricity production of the proposed configuration of renewable 

energy technologies. 

 

Table 20. Monitors of the total costs, and production of proposed configuration (H) 

Monitor  Description Value 

Total production  Displays the total production of the configuration on a yearly 

bases. 

kWh 

Total production over 

l ifetime 

Displays the total production of the configuration over the 

total proposed lifetime 

kWh 

Total Costs over l ifetime Displays the total costs of the configuration of  
ϵ 

 

Besides these output monitors also a text-file is composed from the final configuration consisting 

of the locational data, production, capital-costs, O&M-costs per allocated renewable energy 

technology. These tables are represented in Appendix 8) Output simulations. 
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4.5. Scenarios design 

CƻǊ ǘƘŜ ŎŀǎŜ άŘŜ .ǊŀƴŘέ ƳǳƭǘƛǇƭŜ ǎŎŜƴŀǊƛƻǎ ŀǊŜ ŘŜǾŜƭƻǇŜŘ ǘƻ ŜǾŀƭǳŀǘŜ ǘƘŜ ƻǇŜǊŀǘƛƻƴǎ of the energy 

model. For this reason three scenarios are developed based on realistic options for future events or 

designers decisions.  

First, the 50 kW is tested. The variables in this scenario are set to find a most likely result for the 

renewable energȅ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ƻƴ άŘŜ .ǊŀƴŘέΦ ¢ƘŜ ǎŜŎƻƴŘ ǎŎŜƴŀǊƛƻ Ŏƻƴǎƛǎǘ ƻŦ ŀƴ ŀƭǘŜǊŀǘƛƻƴ ƛƴ ǘƘŜ 

choice for wind turbine type. In this scenario a larger wind turbine is proposed with a higher rated 

power output, and also a higher rated wind speed. In the third scenario the assumption is made that 

the costs for a PV module strongly drops over the next few years, and a decrease in capital costs for 

PV modules is made.   

The models is tested using three different scenarios, which could happen in the near future. A basic 

description of the scenarios is given in Table 21.   

 

Table 21. Basic description of scenarios 

Nr Name Scenario Basic description 

1 50 kW  Consist of a 50 kW wind turbine, and a PV module with 19% efficiency 

2 100 kW Wind 

Turbine  

The 50 kW wind turbine is replaced with a 100 kW wind turbine which costs nearly 

the same 

3 Drop in Capital 

Costs PV  

The capital costs of PV panels drop with 15% due to increase in production efficiency 

 

The results of this analysis will provide insight in the feasibility, and configuration of an energy 

system on the business premises ά5Ŝ .ǊŀƴŘέΣ ŀƴŘ ǘƘŜ ƻǇŜǊŀǘƛƻƴ ƻŦ ǘƘŜ ŜƴŜǊƎȅ ƳƻŘŜƭΦ  

 

4.5.1. Simulations Results 

The same type of data output is generated for each scenario, described in the previous chapter. The 

outputs of the scenarios will be discussed in this chapter. 

The scenarios do not interfere with the operation of energy model, and the process of finding new 

solution. The proof of this can be seen in Figure 8. The process of finding new solution show a 

comparable lines, and also show the acceptance of worse solution, to avoid getting stuck in local 

minima.  
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Figure 8. The progress of the Costs of Energy per configuration 

 

The rapid decrease in COE can be explained by the design of the algorithm. When a technology does 

not contribute to lowering the overall costs per produced energy, it will be deleted from the 

configuration. Furthermore, Figure 8 shows use that the model accepts configuration which do not 

result in a lowering of the COE. For finding a new configuration no cap on the energy production is 

ƛƳǇƭƛŜŘΦ ! ŎŀǇ ƛǎ ƛƳǇƭƛŜŘ ƘƻǿŜǾŜǊΣ ŦƻǊ ŦƛƴŘƛƴƎ ǘƘŜ άōŜǎǘέ ŎƻƴŦƛƎǳǊŀǘƛƻƴΦ The process of finding the 

άōŜǎǘέ ǎƻƭǳǘƛƻƴ ƛǎ ǇǊŜǎŜƴǘŜŘ ƛƴ Figure 9. This prevents the possibility that a system is proposed which 

produces an overload of electricity. 
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Figure 9. The progress of the acceptance of a new best configuration 

 

In Figure 9 it can be seen that a great number of iteration before finding a solution which complies 

with all constrains. The found configuration for the three scenarios are represented in Table 22. Each 

of these results are more detailed represented in Appendix 8) Output simulations. 

 

Table 22. Results of the three scenarios 

Variables 50 kW  100 kW wind 

turbine 

PV module costs 

drop with 10% 

ϵκƪ²Ƙ ƻǾŜǊ ƭƛŦŜǘƛƳŜ ϵ лΣмнср ϵ 0,1265 ϵ лΣммтс 

Number of wind turbines installed - - - 

Capital costs Wind turbines - - - 

O&M costs Wind turbines per year - - - 

Wind energy production (kWh/Year) - - - 

Number of Solar PV modules installed 7136 7168 7132 

Capital costs PV modules ϵ оΦфутΦрплΣ- ϵ 4.003.800,- ϵоΦспфΦлфсΣ- 

O&M-costs PV modules per year ϵ 777.727,02 ϵ тумΦнмпΣсл ϵтттΦнфмΣлт 

Energy production PV modules 2.509.639 kWh 2.520.893 kWh 2.508.232 kWh 

Energy production per PV module 352 kWh 352 kWh 352 kWh 

Total costs over l ifetime ϵпΦтсрΦнстΣлн ϵпΦтурΦлмпΣру ϵ пΦпнсΦоутΣлт 

Total produced energy over total l ifetime 37.644.582 kWh 37.813.392 kWh 37.623.481 kWh 

Allocation Output  Appendix 7) Output 

simulations 

Appendix 7) Output 

simulations 

Appendix 7) Output 

simulations 
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Analysing the results it becomes clear that the feasibility of wind turbines on the business premises 

are not feasible according to this energy model. This can be explained by the low average wind velocity 

ƻƴ ǘƘŜ ōǳǎƛƴŜǎǎ ǇǊŜƳƛǎŜǎ ƻŦ άŘŜ .ǊŀƴŘέΦ ¢ƘŜ ŦŜŀǎƛōƛƭƛǘȅ ƻŦ ǿƛƴŘ ǘǳǊōƛƴŜǎ ǿƛƭƭ ōŜ ōŜǘǘŜǊ ƛƴ ŀ ƳƻǊŜ ǿƛƴŘ 

rich environment.  

The found results for the 50 kW wind turbine, and the 100 kW wind Turbine case are almost the 

same due the fact that Wind Turbines are rejected in this configuration, and there were no changes 

which affect the performance of the PV modules.  

Furthermore, the drop of 10% of the PV module overall costs has only limited effect on the overall 

costs per produced kWh over the lifetime of the system. This can also be seen in the process of finding 

a new configuration for the business premises represented in, where all process of the three scenarios 

are represented. It can be clearly seen that the values for the 50 kW, and 100 kW wind turbine case do 

not differ much.  

Businesses on business premises are donated as large consumers, and thereby can purchase 

ŜƭŜŎǘǊƛŎƛǘȅ ŦƻǊ ŀǊƻǳƴŘ ϵлΣлу ǇŜǊ ƪ²Ƙ. The lowest costs of the scenarios found a configuration of around 

ϵлΣмм ǇŜǊ ǇǊƻŘǳŎŜŘ ƪ²ƘΣ ǿƘƛŎƘ Ŏŀƴƴƻǘ ŎƻƳǇŜǘŜ ǿƛǘƘ ǘƘŜ ŎǳǊǊŜƴǘ ŜƭŜŎǘǊƛŎƛǘȅ ŘŜƭƛǾŜǊȅ.  

The model can also generate visual output which shows the location of the technology on the 

business premises. An example is shown in Figure 10 where the green squares represent the PV 

modules, unfortunately no Wind Turbines are allocated in this example. Furthermore, additional 

output is generated this includes the location, number, production, capital costs, O&M costs, and 

overall costs per installed technology. These outputs can be found in Appendix 8) Output simulations. 

 

 

Figure 10. Visualization of the outcome of the 50 kW case scenario 


















































































































