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Preface

The energy systels slowly shifting from a hierarchical fossil fuel based systems,distaibuted
network basedrenewableenergy system. This transformation is drivenadbgovernmental pusha
social desire, and market effec&his transitionequires extensive planning to provide areliafaiel
cost efficientenergy systemThe complex, and diffuse nature of the built environment leaves city
planners, and system designevith a great challenge to incorporate sufficient renewable energy
generators in the built environment, without administrating largejustmentsto the existing
structure.

The purpose of this research is to develop a tecBroonomic energy model which ioporates GIS
data to allocate, andyeneratethe most optimal solution for the integration of renewable energy
technologies in the builtenvironment. More specifically, to allocate renewable energy technologies on
business premisedAn attempt is made tancorporatespatial constraints, anthereby develom
spatial decision support tool to help system designers with the allocation of renewable in the built
environment.

Now in front of you lie the resultsf this research; my graduation thesis for the nexstonstruction
Management and Engineering at the Eindhoven University of Technollogye chosen for this topic
to try to make a contribution towards the transition from a fossil fuel based energy system to a
distributed and renewable based energy syste

Furthermore, | woul like to thank Saleh Mohammaaind Brano Glumac for thepatienceduring
this graduation proces#lso, | would like to thank my girlfriendyy parents, andmy friends who
supported me, and who helped me develop new insights ia gnoblem.
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Management Summary

The energy sysim is transforming from a centralized fossil fuel based system towards a
distributed renewable energy system were energy is locally produced, and consumed. However,
the implementation of distributed renewable energy resources in the built environment is
complicated for decision makers due to the complex and diffuse nature of the built environment,
and the restrictions for renewable energy technologies in this urban fabric.

Spatial Decision Support Systems (SDSS) can provid®riigehensive models needed
capture the aspects of the urban environment to support decision makseveral renewable
energy models are developedto aid decision makedeveloping sustainable blocks, district or
cities, or to assess the potential of renewable energy technologies in the built environment
(BernatAgustin & DufeLopez, 2009; Borowy & Salameh, 1996; Deshmukh & Deshmukh, 2008;
Maclay, Brouwer, & Samuelsen, 2007; Mohammadi, Hosseinian, & Gharehpetian, 2012)

However, the main consumer within the built environntas often neglected, as a matter of
fact according to Timmerman et. d2014) no significant research is done for the development
of energy models for the use on business premides. this reason a&patial decision support
system for the integration of energy techmuglies is developed for the use on business premises.

To find an optimal solution which would also spark the int¢fes the located entrepreneurs
and their businesses the aim is to find a solution or configuration which would be financial
feasible An optimization is made whiclcombines the energy generationith the capital costs,
and O&M costs.

The used renewable energy technologies in this energy model are the most commonly used
namely, the wind turbine, and the PV moduld=r the allocation of theseenewable energy
technologies a vector based GIS map is used, consisting of the parcels and their profiéwies.
GISmap present the research area, and the spatial constraints of this area. The parcels enclose
several parameters which are used to decitle renewable energy technology is allocated. These
parameters include; the total surface of the parcel, the surface of which is build, the free available
surface, vulnerability of the present building, and also two parameters for the wind atlas
methodolog/. The allocation of the renewable energy technologies is based on conditional
statement which check a parcel on its fitness to host a certain renewable energy technology.

For the allocation of wind turbines thigthess test for a parcel are testeah their available
surface area for installing a wind turbine, if there is a vulnerable building, and if there is a nearby
wind turbine in the proximity. Théitness testfor nearby wind turbines supersedes the parcel
level, and also checks surrounding parcels.

For the allocation of PV modulesly the check is made if there is sufficient roof surface to
allocate PV modules. This choice is made due to the fact that for the allocation of PV modules on
roofs no additional procedures are required. Which impliest taaybody is free to install PV
modules on the roof, unless it concerns a monument.



Furthermore, multiple methods are incorporated to calculate the energy generation of the
renewable energy technologiesising lourly meteorological data iso estimate the renewable
energy generation of the energy technologies.

For the estimation of wind potential a logarithmic wind profile method is used to adjust the
measured wind speeds on a nearby field to a specific location on the research area. This method,
proposed by Millward et. al.(2013a) is knownas the wind atlas methodologylhis method
incorporated the roughness length, and the displacement height to deal with the rough surface
of the urban environmentThe first step adjusted the meared wind speed to the urban
bounday layer, it is assumed thabjects onthe ground surface have no effechdhe wind speed
at this height,and is often set on 200 meters above ground level. The second ®ethe
adjustment of the wind speeds at thehan boundary layer to the blending height. The blending
height is set on twice the average building height of the fetch area. The fetch area is thereby
donated as the area of 3 to 5 km downwind of the research area. The third adjustment is the
downgrade ¢ the wind speeds to a local level of the parcels. Using this method the wind energy
potential per parcel can be determined.

These adjusted wind speeds are subsequently used to calculate the wind energy generation.
Thereforg the method as proposed by Eret. al.(2006)is integrated into the energy production
model. This method calculates the hourly energy generation using the adjusted wind speeds from
the wind atlas methodology. Thenethod incorporates the properties of the wind turbines,
namely; cutin wind speed, rated wind speed, eaut wind speed, and rated peer of the wind
turbines. If the wind speed is lower than the cut wind speed no energy is generatéd/hen
wind speeds are between cuh wind speed, and rated wind speed a linear curve describes the
increase of power output of the wind turbine# the wind speed is higher than the rated wind
speed, and lower than the ctdut wind speed than the rated power output is generated.

For the energy generation of solar PV generation also the model as proposed by Tina et. al.
(2006) This method uses the meteorological data as collected by the Royal Dutch Meteorological
Institute. This method also combines the properties of the PV neslnamely; module sizend
module efficiency.

The economic evaluation of the energy configuration consists of two major components. First,
the capital costs of the constructed configuration is calculatétis are the combined costs to
purchase, transport, and install the renewable energy technology. Second, the O&M costs are
calculated over the proposed lifetime of the system. This is done using the discount cash flow
methodology, which is often used ®valuate the feasibility of investments.

The configuration are evaluated on the overall costs per produced kWh over the complete
lifetime of the system. The energy model aims to find ever lower values for the costs per produced
kWh, using the simulated annealing algorithm.



The energy model is sted using a casstudy. The research area in this cestady is the
0dzaAySada LINBYA&aSa 2ikabuliess pihiséfia tihe pariRtery of Mk gitiR &
Y-Blertogenboschand has the ambition to become energy neutral

The model is run usingfiierent variabkes to assess the operation of timeodel, andwith the
variables set as they would when truly analysing plogential of renewable energy technologies
on the research area. To provide the properties of the wind turbines, and PV modules preduc
where addressed. For the wind turbine the WES 50 wind turbine is chosen, this is a medium size
wind turbines which is able to be allocated on business premises. Fa@othe generatiora Benq
mono-crystalline PV modules are chosen, theseno-crystaline modules have a high energy
efficiency.

The results of the energy model show that wind turbines are not feasible to be used for the
generation of electricity for the use of business premises. The PV modules shown much lower
values for the costs per pduced kWh over the complete lifetimélowever, the results show
that there is no configuration of renewable energy technologies which can compete with the
costs per kWh produced by fossil fuel based electricity stations.

Furthermore, the allocation of the renewable energy technologies some restrictions are
implied for a fact only one wind turbine can be allocated within a parcel, while this parcel can in
fact harbour more wind turbines. Additionally, the allocation of Poduies use the whole roof
surface of a building, while installations are neglected, as well as the geometry of the buildings.

For the further development of this model the focus can lie fumther elaboration of the wind
turbines allocation model, so miple wind turbines can be allocated on one parcel, and the safety
check will no longer be solely from the centre of the parcel, the integration of the orientation, and
geometry of the buildings in the research area. This will provide a more accuratatailoof PV
modules, further elaborate the possible renewable energy technologies such as, GeotherfabrPV
Biomass, integrate the possibility of energy storage, to simulate the operations of a local energy grid,
and thereby creating an autarkic digtti






1. Introduction

The energy system is transforming towards a disired renewable energy system were energy
is locally produced, and consumeHlowever, the implementation of distributed renewable
energy resources in the builtenvironmentismplicatel for decision makerdue to the complex,
and diffuse natureof the built environment, andhe restrictions forimplementingrenewable
energy technologies this urban fabric

Furthermore, experts in the field of electrical engineerirfGlastres,2011; Hermans, 2014;
Lasseter, 2011; Roberts & Sandberg, 20&ig jointly agree that the future of the electrical
systems will compose of a multitude of miegoids, which together compose a smatid. A
micro-grids/smartgrids arecharacterized byhe coupling of energy generation, storage, and
loads on a local level, and therewith adjust supply, and demand. A challenge for developing
smartgrids/micro-grids is to consider al spatial, and legal constraints, and deal watiflicting
objectivesfor the allocation, and optimization of the renewable energy generation technologies
on a local urban level

To implementrenewable energy technologi@s the local urban scaleomprehensive energy
models can beutilizedto capture the aspects of the urban environment to support decision
makers. 8veral renewable energy modekre developedo aid decision makers developing
sustainable blocks, district or cities, or to assess the potential of renewable energy technologies
in the built environment(BernatAgustin & DufeLopez, 2009; Borowy & Salameh, 1996;
Deshmukh & Deshmukh, 2008; Maclay et al., 2007; Mohammadi et al.,.2BtRyever, the
models do no regularly integrate the bult environment, on a district level. For example, the
studies of DufeLopez et. al(2009) neglects the influence of the spatial environment, and solely
focus on the optimization of an starmlone renewable energy systenased on multiple loads.

The main focus of these energy models is to find a set of renewable energy technologies, which
can provide the research area with sufficient energy, without considering the spatial constraints.
Furthermore, models which integrate ¢hspatial environment mostlgo not focus on distriet
scales, but rather focus on the geographical scale of a whole region, or even é&5dia, Kentel,

& Duzgun,2010; Ramachandra, Rajeev, Krishna, & Shruthi, 208djlitionally, the focus often

lies on the generation of electricity for residential areas, were industrial, and business premises
are the major consumer of electricity in the built environment.

In fact, according to Timmerman et. #2013) no examples of renewable energy modelling for
business premises can be found in the current literature. Moreover, often the literature neglects
the impact of the urban environment on the composition of renewable energy systems, and focus
solely on the optimization of renewable energy technologies.

In this study, the aim is to develop an energy model which can be used on distrédf with
the focus on energy consumption in business premises, while considering spatial constraints. To
do so the current literature is analysed on afteised methods, and assumptions. Furthermore,
atechno-economic energy model is proposed, and tested on a-chsdy.

10



1.1. ProblemDefinition

The above stated problem analysis leads to the following problem definiion;K SNBE A &
evidence found in current literature of tlexistenceof an energy modeb determine the optimal
combination of energy technologies composing enewable energy system for business
LINBYAaSaé o

1.2. Research Questions

The problem definition leads to the following research questions. The main research question
will be: WW/ a décision support toobe developed which can produce a émost optima€
combination of renewable energy conversion technologies based on the ederggnd of
business premises, and spatial constraints? And, what would the optimal combination be for a
ALISOATAO o0dzaAySaa LINBYAaSaKké

With the following sub questions;

1) What is thecurrent state of energy systems models? In what degree are they applicable
for the built environment?

2) What is the current state of spatial decision support system for the development of
renewable energy systems?

3) What are the spatial, and legal constraints which influence the composition of a renewable
energy system?

4) What would be the composition of a renewable energy system?

1.3. Research Design
For this researckeveral succeeding steps are followélis is shownn Figurel. The aim of this
research is to develop an energy optimization model for the use on business premises. In advance of
doing so a comprehensive literaturediew has to be composed. This literature review focusses on the
existing spatial decision support systems, and energy optimization/simulation models. Here major
components, and approaches of energy modelling will be identified, and conditions, and aasstrai
are definedAll together the literature reviewwill provide asubstructurefor the development of the
energyoptimizationmodel.

After all data, and methods are gathered an enesgyimizationmodel will be constructegand
tested on a casatudy. In conclusion this, it will be possible to advice decision makers in the
development of an energy system on business premises.

11
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Figurel. Research Design

1.4. Expected Results

This research wilesult in the development of a comprehensive energy optimization model for the
development of renewable energy technologim@s business premisds provide the research area

with sufficient energy to become sesiufficient The model should distribute the renewable energy
technologies on the basis of safety, and energy production, usinga&SFurthermore, the model
focuses on size optimization to provide the best configuration for the business premises, and its
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occuparns, aiming to minimize the costs of electricii¢hile incorporating spatial constraints for the

development of certain energy technologies, and considering the local meteorological characteristics.
The results produced by the energy model will provideght in the feasibility of an energy system

on the research location, the configuration, and location of energy technologies within the urban

environment.
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2. Qustainable Energy Modelling

This study is done in as an extension of the concept of energy iplgnBnergy planning is the
endeavour of finding a set of sources, and conversion devices so as to meet the energy
requirements/demands offat Gl a1 a Ay | yHirégmath)Bhikha, & Kavivdrayagh,S NJ
2007)Within, this concept multiple energy planning tools/ models are used sosadecision makers

in the development obustainable spatial plans. Energy models are carried out at a centralized level
using computetfbased modelling and, are valuable mathematical $dzsed on the systems approach
(Timmerman et al., 2013)

These models are developaddecision support system, argpatialdecision support systems.
Where, decision supportystems is the area of the information systems discipline that is focused on
supporting and improving managerial decisimaking(Arnott & Pervan, 2005)And,spatial decision
support systems are designed to provide the user with a decisiaking environment by coupling
analytical multi criteria evaluation models used for selecting, and rating decision criteria, and
alternatives in combination with geographi¢aformation systemg¢Densham, 1991; Gorsevski etal.,
2013)

Geographical Information Systems, or @%,powerful set of toalfor collecting, storing, retrieving
at will, transforming and displaying spatial data from the real w@ldguire, 1991)GISmap can be
further specified into vectot and raster map representation. Where, veatonsist of a combination
of polygons, lines, and points. In raster map is the geographical setting presented in a tiles with the
siz set by theuser. In both maps, features data is represented in tables, and linked to then@dS
Inthis research, a vectanap representationis used to provide the geographical boundafies GIS
map in this research consist of multiple featurestmnplete the analyses for the logical test to allocate
renewable energy technologies, these data sets are present&dblell The file is converted into a
shapefile (.shp) to allow the modelling program to upload the-1G&p.

Furthermore, the energy models can alsodugdivided in simulation, optimization modelsybrid
models, and others. However, in this research the focus ligkefirst two. The models diverin the
operation of the systems. Simulation models use agedined technological setups including one or
multiple loads to simulate the operation oh@&nergy system over a fixed period of tifiéemmerman
et al., 2014) Optimization models are used to compare alternative system configurations, and to
evaluate different operation strategies in terms of energetic, economic, and enviroranent
performance(Keirstead, Jennings, & Sivakumar, 2012)

In these models several renewable energy technologies are used, however in this research the
distinctionis made between wind energy, and solar PV energy. Wind energy is the energy produced
by transforming the kinetic energy from the wind, into a mechanic motion used to produce electricity
(Patel, 2006) Solar PV energy is the energy produces by converting the direct, and indirect solar
irradiation into electricity, using photovoltaic ce(Batel, 2006)

To calculate the energy production multiple methods are proposed ,sed by researchers. In this
research, measured meteorological datased to calculate the energy production by the renewable
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energy technology. However, the measured wind speeds have to be adjusted from the measured
height to the hub height of a wind turbin&@herefore, the wind atlas methodologWliliward-Hopkins

etal., 2013a)s used, moreover with this methodology it is possible to estimate the wind potential per
parcel. The wind atlas methodology is a method with uses the logarithm propertrdadispeeds in
relation to the ground surface to estimate the wind speed at a different height, than the measured
height.It uses three steps to calculate the estimate wind speed at a different height as presented in
Figure2. The equations witlare used are presented in Eq.Bq.7, and Eq. 8Where,Zyecn IS the
roughness length of the fetch area, amkl, is the displacement height of the fetch area. The
roughness length, and displacement height are variables to estimate the effect of the built
environment on the logarithmic function of the wind speed. The measured wind speed heightis set on
the standard 10m. In the first step, the method uses the concépirban boundary layetyBlaeign)

which is the height where the urban environmentdoes not have any influence on the wind speed. This
is oftenset on a standard of 200m (Eq. & the second step, the blendihgight BL..gn) of the wind

speed is useghis is the height where the fetetrea has its influence on the wind speeds. This height

is often set on twice to five times the average building hei§imally the wind speed at hub height
(HUBGigny is estimated. This height is predetermined by treaght of the hub of the wind turbine.
Furthermore al calculations uspredetermined values for the roughnesslength, and the displacement
height of the surface area, these are presentedable9. The displacement height is the height in
meters above the ground at which zero wind speed is achieved as a result of flow obstacles such as
trees, and buildings. The roughness length is a corrective measure to account for the effect of the
roughness of algface on wind flowThese values can be ssitherwith the aid of height datagr by

visual analysisnithis research no height data is availatilerefore the values of roughness length,

and displacement height determined on basis of visual analy8@s. method isised byseveral
researchers to calculate the wind potential within the built environment, using measured wind speed
data from the national meteorological institute.

This research uses meteorological data collected by the Dutch Royal M&tgiosd Institute. Using
several weather station throughout the Netherlands they collect all meteorological deaabourly
bases(KNMI, 2015) The data collected by a weather station nearby the researeh & used to
simulate the hourly wind, and solar energy productidhe data source provided by the KNMI contains
numerous measurements of the weather. Most of this is redundant for this research. In fact, only two
data streams are used in this reseanatmich are the average wind speed per hour, and the average
solar irradiation per houiThe data is freely available for everyone who wants to work with the data.

The energy production is calculate using this estimated hourly wind speed, therefore thedmeth
of Tina et. al(2006)is used. This method uses the éatwind speedv,), rated wind speedvg), cut
out wind speedvg), and rated powe(Pg) of the wind turbines set by the modellewwhen the wind
speed is higher thabut not equal to the rated wind speed, the wind turbine will have a power output
which is a fraction of the rated power of the wind turbine. If the wind spiEeequal, or higher than
the rated wind speed, but lower than the cout wind speed, then the wind turbine will produce
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energy equal to the rated power of the wind turbirighe methodology is presentedin BEgHowever,
according to the producer of thesed wind turbine the power output of the wind turbine is much
higher than the rated power of the wind turbine. Therefore, it has to be noted that the outcome of the
wind turbine are slightly more negative.

For the energy production of solar PV modulssng meteorological data, nmethod to adjust
measured irradiation data can be found in the existing literatlireerefore, no adjustments are used
for the solar irradiation data. The energy production is calculated on an hourly bases using the
methodologyas proposed by Tina et. &006)in this method the surface area of the PV mod{Ag,
the efficiency(d),and the hourlysolar irradiation(l; ) is used The power output of the PV modules is
the product of these three variable$he equation is shown in E4.

The energy produced per hour of wind, and solar teabgies areaggregated to calculate the total
production of eéctricity ina year this is defined in EQ2 Furthermore, b calculate the produced
energy over the lifetime, the yearly produced ene(gy.12) is multiplied with the number of years
the system is estimated to operate.

Furthermore the demand profiés can be used to estimate the outage, and surplus in the system,
in order to design a storage system for the renewable energy system. This could make the whole
system with loads, and generation completely autarkic.

The allocatiormf the renewable energiechnologies on a parcel is done on the bases of a number
of logical test, provided by the regulations set by the Dutch Governpaerd system requirements
These logical test use the GlStaset presented iffablell, to determine the possibility of allocating
a renewable energy technology on that parcihe test consist for wind turbines consist of; check if
there are no vulnerable buildingin the inty, if there are wind turbine within the vicinity, and is there
sufficient free area available to be able to install a wind turbine. For the allocation of PV module the
only requirementis that there is aroof available to install the modules on. Bectarghe installation
of PV modules on rooftops, no legal restrictions, or pesnite required. However, for the
determination of the amount of availablaodule on a roof is calculated by dividing the surface area
of the roof by the required surfaceaa for one PV modulEq. 2. The required surface area calculated
using the methodology proposed by Notenbon(2014) and is depicted idppendix 4) Method of
Notenbomer This method uses the length of the PV module, and the angle in which it will be installed
to calculate the possible shading, and thereby the readidestance between the R¥hodules.

The objective of the energy model is to minimize the costs of produced electiioijo so an
economic evaluatiorsintegrated.In this research a Levelized Unit Electricity Costs (LUEC) method is
used. This methodalculates the costs of energy over the whole operations of the system, and
integrates the timevalue of moneythis is definedin Eq. 150 integrate the time value of money, the
discounted cash flow methodused The discounted cash flow method is ude calculatehe present
value of all operation & Maintenance costs over the lifetime of the systbm is presented in Eq. 18
The lifetime of the system can be set by the user, by simple sliding a slider, and increase or decrease
the time period peyear.Additionally, the total capital costs have to be calculated, this is defined by
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in Eq. 6. The capital costs are calculate the amount of installed energy technologies times the price
of purchase, and installation. The amount of energy technologgsén by the model, the price per
technology can be set by the userin the Interface. The capital costs in this research are defined as the
costs for purchasing, transporting, and installing the technology on the given locaiiercash flow

that is calalated using the discounted cash flow method is the G&d4ts with recur everyearEq.

18 The user can also set the amount of O&bkts per technology per year.

To calculate the Levelized Unit Electricity Costs of proposed system, the total cost©&ihever
the lifetime of the system, and the total capital costs of the system are added, and divided by the total
produced energy over the life timehis is presented in Eq21

In the existing literature, there isan abundance of optimization algorihaiich can be usedwhen
trying to find optimal solution given oreor multiple constraints. The dominant optimization
algorithms are heuristic. Thisis an approach to problem solving, learning, or discovery that employs a
practical methodology not guaramed to be optimal or perfect, but sufficient for the immediate goals
(Pearl, 1984)in this study, the simulated annealing algorithmis usedto be the optimization &lgorit
The SA algorithm is a general optimization technique for solving combinatorial optimization problems
(Erdinc & Uzunoglu, 2012} is derived from the chemical process of heating a metal in a heat bath,
and then cooled down by lowering the temperature in the heat b@rdinc & Uzunoglu, 2012)

The simulated annealing process consists of 7 didggaraman & Ross, 2003)he first step is the
initialization, step 2 check feasibility, step 3is Generate a feasible neighbouring solution, step 4 is the
evaluation incumbent solution with neighbouring solution,stis examining Metropolis condition,
step 6 Increment counters. Step 7 adjust the temperature. The algorithm stops when no improved
solution can be found, and/or the stopping criteria for the simulation is met.

The model itself is constructed in the software package Netlogo, which is a-agati
programming language, and modelling environment for simulating complex behaiicue &
Wilensky, 2004)The model consists of three major componethe interface, the code, and the input
data. Theinterface of the model consists of the representation of the research area, and all variables
that can be set by the modellefhe variables setin the interface are subdivided into multiple groups
to which the variable consist.

First, of all there arettree input windows for uploading the Giap, the meteorological data, and
hourly demand dataThese consist of the data types described earBeicond, there are the settings
F2N) OKS 2LIWGAYATIFGAZ2Y fA2NRGKYI gag BKamoBf (0 KS
iterations per coolingdown sequence, and cooling down ratdso the total energy demand of the
research area can be séthird, there are two economic variables which are the lifetime analysis, and
discountrate for the discountedash flow Fourth, the variables for the wind atlas methodology are
integrated. These consist of theban boundary heightzg)), and the roughness length of the urban
boundary layerZ, ), this is most often set on 0.14m. Furthermotiee roughness legth of the fetch
area @ .r), and the displacement heighd) are integrated. Also, the urban blending heigiuk] is
depicted as a variable. For the final step in this method the values for the local roughness length, and
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displacement height araot variable, and are derived from the Gt&p. Only the value of the hub
height @,) can be changed by the usé€ifth, the variables which are specific for the wind turbines can
be set. These consist of the safety zoning regarding vulnerable buildmdjthe interference with
neighbouring wind turbines. Furthermore, the variables for calculating the power output of the wind
turbine are variablewhich are the cuin wind speed\), rated wind speedw), cutout wind speed

(ve), and rated powerRy).Also, the economic variables of the wind turbine can be set, these are the
capital costs of the wind turbine, defined by purchase, transportation and installation, and the O&M
costs which is a percentage of the capital costs. Finally, the variables fe¥thedules can be set by
the userthese are the investment costs per #vodule, the O&M costs per module. Additionally, the
modules efficiency can be set by the user, and the required surface area can be set.

These variables aadl presented inTable14till Tablel8, and inAppendix 4 Variables bthe Energy
Model. The variables that can be set by the modeller correlate with the values that are required to
assess the potential of renewable energy systems on the business premises.

Besides the input variables, the model also produces several outputs. These are also integrated in
the interface of the model.Furthermore, the interface also depidise output of the simulations,
these are descripted imable19till Table21, and also shown iAppendix 4 Variables of the Energy
Model. The outputwhich is generated, can be used for evaluating the potential of renewable energy
on business premises.

tKS O2RS RSAONAOGSR (i fndhe DA, brnd pravidas) bauRdadegsdtbys | 3 S v {
the Dutch legislation, and modeller. Furthermore, fin@ut is vital for the operations of the energy
model. Thanput windows providen the interface enablethe possibility for the modeller to simple
integrate the input data as deribed before.
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3. Spatial Decision Supp@i/stemdor Energyintegration

Abstract

The energy sector is going through a transition towards an energy system composed of distributed
renewable energy technologies. The integration of these renewable energy technologies within the
urban fabric involves multiple difficulties due to the complexd diffuse nature of the built
environment.

Spatial Decision Support System (SDSS) for the integration of renewable energy technologies within
the urban fabrican offer the solution to deal with these mulibjective problemsThe development
of sizing optimizationand simulatiorfor standalone renewable energy systenssa well research
topic.In this chapter an attempt has been made to understand and review the various methodologies,
objective and issues related to energy modelling.

Different SDSS for energy integration are described, as well as sizing optimization models,
simulation models, hybrid models, and specific wind and selargymodels. Also proposed
optimization algorithms are reviewed, and described. This review will providghtssior the
development of a new renewable energy model for the use on business premises.

3.1. Introduction

The built environment, as a major consumer of fossil fuels, is at the start of the transition towards a
decentralized, renewable energy system. Tastgdanners, and poliecgakersin their decision making
regarding energy planning, comprehensive energy mochioffer a solutiomo capture the different
aspects of transforminthhe energy system towards a renewable based energy systemse decision
support systemslreadyexist inawide variet{Fleiter, Worrell, & Eichhammer, 2011; Jebaraj & Iniyan,
2006; Keirstead et al., 2012; Rylatt, Gadsden, & Lomas, 2001; Timmerman et al., 2014)

Furthermore, researchers and decision makers are conditiica the future energy system consist
of smallscale renewable energy system which produsés,esandconsumeds electricity on alocal
level.For the design ofa local renewablesystems comprehensive energy moslean offer some
structure. However, in this research the focus will lie on the integration of renewable energy
technologies in the built environment, andaliterature regarding energy storage will be elaborated.

Therefore, in this literature revietie exsting literature on decision support systems, and energy
modelling will be examined, and general structure will be proposed for the development of a decision
support energy model for the use on business premises.

The aim of thiditerature reviewis to develop an understanding about energy modgis the
optimisation of unit sizing of a wind/solar hybrid energy system for the use on business premises, with
the aimto meet the energy demand of the area. The scope of this literature review will be limited t
wind, and solar, and hybriehergymodellingWind, and solar energy are the most common renewable
energy technologies at this moment. Furthermore, in this study the focus will lie on electricity
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generation. Technologies which produce both will be |eft of the scope, due to the fact that they
will also shift the focus towards heaklso, possible optimisation algorithms will be elaborated.

In chapter3.3.1is toidentify existing energy models, with their scope, level of analysis, and type of
modelling.In chapter3.3.2is to identify multiple wind energy models, their girastrictions, allocation
restrictions, economic, and energy calculation. Followinghapter3.3.3the focuswill lie on solar
energy modelling (PMVin chapter3.4 the economic evaluation which have been used in their studies
will be discussedrinally, in chapte3.5a conclusion is drafted analysing the mostimportant features
of arenewable energy model

3.2. Spatial Decision Support Tools for allocating Wind & Solar PV
Spatial Decision Support System are derived from the broader concept of Decision Support Systems.
Decision support systems (DSS) is the area of the information systems discipline that is focused on
supporting and improving managerial decisimaking(Arnott & Pervan, 2005)DSS is an interactive,
computerbased systemthat aids users in judgment, and choice activities of provides for not only data
storage, andetrieval, but also enhances the traditional information access, and retrieval functions
with support for model building, and model based reasor{(iBgndamutha, 2006During the short
history of DSS, it has moved from a radical movement, towards a mainstream commercial IT movement
that all organizations engage.

Furthermore, Decision Support Systems are increasingly used in the dewaxibpf sustainable
land-use plans. Thereby, decision makers increasingly use Geographical Information $&ms
assist them in solvingpmplexspatial problemgDensham, 1991)So forth, spatial decision support
systems are on the rise, to assist decision makers with complex spatial problems. SDSS are designedto
provide the user with a decisieamaking environment by coupling analytical mdtiteria evaluation
models used for selecting, and rating decision criteria, and alternatives in combination with
geographical information systenfPensham, 1991; Gorsevski et al., 201&8)d assist in strategic
decisionmaking activities considering spatial, and temporal variables, which helpin regional planning.

Gorsevski(2013) demonstrated the benefits of @plying a spatial decision support system
framework for evaluating the suitability of wind farm siting in Northwest Ohio. Furthermore, in the
research of Aydi(2010) a GlShased environmental assessment of wind energy systems is proposed
using fuzzgets, including the legal restrictions, regarding noise, safety, natural reserves, bird habitats,
and aesthetics. Ramachandra et @011) proposed a GFpased assessment of wind potential on
districtlevel. Jank€010)also proposed a mukltriteria GIS model in order to be able to maketgba
analysis for the allocation of wind farms. However, the proposed methods all evaluate the possibility
of wind farms in a regional, or state level, and do not evaluate regional, or local scale allocation
problems.Therefore, miss the specific problemmsncerning allocation of wind turbines within the
urban environment.The constraints in above mentioned research can provide insight in the
development of a new renewable energy allocation model.
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The allocation of PV modules in the built environment i8all-researched topicAmado et. al.
(2012)proposed a model which connects the energy dedhafrbuildings, with their ability to produce
energy from solar resource integrating solar analybigs model incorporates the geometry of the
urban environment to determine the solanergy potential on the roof surfaces. Charabi et(2011)
proposed a model to assess the land suitability to allocate largeaR®s in OmanGadsden et. al.
(2003)describe some aspects of a prototype software designed to assatdathority planners, and
energy advisers in their efforts to increase the uptake of solar hot water systems. Rylat{2804l)
described the deslopment of a solar energy planning system, consisting of a methodology, and
decision support software for planners, and energy adviddessimo et. al. (2014) developed a
energy model which evaluates the availability of land, the productive potential, the estimation of
residential energy consumptions, and the integration of PV arrays. Gagliand201a8)illustrate the
capabilities of GIS to determine the available rooftop area for PV deployment for an urbarfrarea.
the allocation of PV modules no specific problem arises for the allocation within the urban
environment.The spatial decision support system for bysing renewable technologies in the urban
environment, and the suitability for installing wind turbineand PV modulegn the urban
environment are summarized ifablel.

Analysing the literature it can be stated that the use of spatial decision support system for analysing
renewable energy technology potentiala well research topic. However, the wind turbine allocation
models focus on a greater scale, mostlyamegional scale. On the other hand, the PV allocation
models do focus on the district levélllocation models which feature both technologies are more
scares, however the interestin this topic is growing. These allocation models can be used a®a basis
develop a new renewable energy allocation model for the use on business premises.

Tablel. Spatial Decision Support Systems for allocating renewable energy technologies

Objective Geographical Scal Technology Type of data Source

Asses the winc Regional wind Vector (Ramachandra e
potential in rural al., 2011)

areas

Environmental Regional wind Vector (Aydinet al., 2010)

assessment of winc

energy system

wind farm site State wind Vector (Gorsevski et al.
selection 2013)
Asses arec State Wind/ solarPV Vector (Janke, 2010)

potential for wind,
and solar

technologies
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Assess the bes
solar potential in
the urban
environment

To predict, and
realise the
potential of solar
energy

Predict the
potential of PV
Evaluate PV

potential

District

District

District

Regional

Solar PV

Solar PV

Solar PV, Solar He:i Vector

Solar PV

Vector

Vector

Vector

(Amado & Poggi
2012)

(Rylatt et al., 2001)

(Hisarligil, 2013)

(Massimo et al.,
2014)

3.3. Energy Modelling: a brief review

Energy modelling is derived from the broader concept of energy planning. Which according to
Hiremath et. al.(2007) is the energyplanning endeavour involves finding a set of sources, and
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manner.

Energy modelling is carried out atcantralized level using computérased modelling and, are
valuable mathematical tools based on the systems approach. These models can offer a solution as they
identify the configuration, and operation that provide an optimal trad# between economic and

a

environmental performancefTimmerman et al., 2013)

To identify major approaches in the operations of energy models, the models will be reviewed
based on multiple characteristics. The discussed models will be subdivided according to their approach.
Furthermore, the models will be discussed on charactesstich include, geographical scale, level
of analyses, and temporal or static. In the existing literature a characterisation based on methodology
is a common way subdivide the existing energy models. Multiple resear@egiss et al., 2011; Bazmi
& Zahedi, 2011; Fleiteretal., 2011; Keirstead et al., 2012; Timmerman et al ¢l28%4fied the energy
models in the following divisionimulation models, and Optimization metk.

Furthermore existing wind, and solar energy models are investigated in order to find key
characteristicsThese models often neglect the effect of the built eoviment, however they do
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propose aneconomic evaluation, and energy optimization techreguThesdwo types will be

describedbased on several characteristicslamely; methodology, geographical scale, energy

calculation, economic calculations, and temporal, or static.

3.3.1.

To develop a new energy optimization model, the current state of the simulation, and optimization
models has to be analysed, to find gaps, opportunities, and existing approaches in developing energy

Simulation models vs. optimization models
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models, and the operation of energy models. In this clkaphe characteristics of optimization, and
simulation modelswill be describethe main difference between these models is that the simulation
models use a predefined setup, and evaluate the performance by simulating the differences between
supply, anddemand. Optimization models are designed to find an optimal configuration within a
predefined set of constraints. Most of the time the optimal configuration is defined by economic
features.

Simulation models

Simulations models use a poefined technolgical setups including one or multiple loads to simulate
the operation of an energy systemover afixed period of time. Simulation models are used to compare
alternative system configurations, and to evaluate different operation strategiesin terms ofetiver
economic, and environmental performan¢gimmerman et al., 2014)or also to test different
policiegChen, Duan, Cai, Liu, & Hu, 201Hpwever, simulation models show a greater variety of
different approaches and modelling philosophies, which makes it difficult to clearly define this type of
models(Fleiter et al., 2011)InTable 2 several known simulation models are summarized with their
characteristics.

Table2. Existing energy simulation models

Energytool Geographical scale Temporal / Focus Source
Satic
EnergyPLAN  Regional/national Hourly Time  Heating, cooling, (Lund, Munster&
electricity, Tambjerg, 2004;
hydrogen, Timmerman et al., 2013)
Natural gas
Homer Local/ community User defined Electricity US. NRE{Connolly, Lund,
time steps One predefined Mathiesen, & Leahy, 2010;
heat load Manfren, Caputo, & Costa,
2011; Timmerman et al.,
2013)
TRNSYS Local Seconds Building HVAC ani (Manfren et al., 2011)
micro generation
HYDROGEMS Singleproject One minute Library of hydrogen (Connolly et al.,2010;

investigation time  steps/ systems Manfren et al., 2011)
Hourly time

steps

EnergyPLANLund et al., 2004)as been developed, and expanded on a continuous basis since 1999
at Aalborg University, Denmark. The main purpose of the tool is to assist the design of national or

24



regional energy planning strategies by simulating theirenenergy system, including heat, and
electricity supplies as well as the transport and industrial sectors. EnergyPLAN optimises the operation
of a given system as opposed to tools which optimise investments in the system.

HOMER(Lambert, Gilman, & Lilienthal, 2008 a micro power design tool developed by the
national renewable energy laboratoryine USA. HOMER simulates staidne and grieconnected
power systems with any combination of wind turbines, PV arraysoftniver hydro power, biomass
power, internal combustion engine generators, micro turbines, fuel cells, batteries, and hydrogen
storage, serving both electric and thermal log@onnolly et al., 2010)

TRNSY$Manfren et al., 2011)is a transient systems simulation program that has been
commercially availablsince 1975. This model has an open modular structure with open source code
which simulates the electricity and heat sectors of an energy sy&@emnolly et al., 2010)it can
simulate all thermal adrenewable generation except nuclear, wave, tidal and hydro power. The tool
uses a usedefined timestep, which can range from .01 seconds to 1 hour.

HYDROGEMEonnolly etal., 2010; Manfren et al., 20145 set of hydrogen energy tools suitable
for the simulation of integrated hydrogen energystems. It is particularly for staralone power
systemg$Connolly et al., 2010)The HYDROGE®®Is can be ged to analyse the performance of
hydrogen energysystems. The tools are particularly designed to simulate hydrogen mass flows,
electrical consumption, and electrical production, but can also be used to simulate the thermal
performance of integrated hydran systems. The HYDROGHM#E&ry consist of the following
components, wind energy conversion, photovoltaic systems, water electrolyses, fuel cells, hydrogen
gas storage, metal hydride, hydrogen storage, hydrogen compressor, secondary batteries, power
condtioning equipment, and diesel engine generators.

Optimization models

Optimization models aim to find a best solution for a given objective function, within the set
constraintsClassical optimization models minimize the total system costs across all time periods and
assume equilibrium on energy markets, thus allowing for interactions between demand and supply
(Fleiter et al., 2011)Timmerman et. al2014)also describe these models as evolution models, with
the purpose of finding the leastost investment paths. These models can be based on multiple
optimization algorithms, as suggested by Erdinc e{2al12) Keirstead et. a{2012) and Zhou et. al.
(2010) Multiple optimization models exist, ifable3multiple of these models are summarized based

on scale, objective, technology, and optimipa algorithm, etc.

The models start from a base year, and develops the configuration, and regulates the operation of
the energy service demands at minimum costs, while complying with technologic, economic, and
environmental limits. Every time slicesthe optimisation algontomputes the values of the decision
variables for the objective function, which is subject to a number of constraints.

Optimisation constraints are given by mathematical formulations that discount and accumulate
costs, model the operation of technologiekeep track of capacity extension, describe commodity
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balances, and impose bounds to decision variables. Multiple existing modelling frameworks carry the
label of an optimisation energy model, some examples are the MARKAL, TIMES, ETEMand OSeMOSYS,
furthermore several optimization models are proposed by researchers.

Furthermore, hybrid energy optimization systems are a popular field of study for researchers.
KanasePatil et. a{2011)proposed a sizing tool for a staradone PV/wind hybrid energy system based
on load profiles. Borowy et. 81996)proposed a methodology for sizing the combination a battery
bank and PV aay in a hybrid energy system. Furthermore, there are several researchers proposed
methods to optimize, or simulate the interaction between PV, wind, and in some cases baiikes
Eng, & Avenue, 1998; Deshmukh & Deshmukh, 2008; Nelson, Nehrir, & Wang, 2006; Tina et al., 2006;
Wang & Yang, 2013)n Table3 the methods are summarized with their used optimization algorithms,
objectives, input data, and used technologies.

Table3. Existing energy optimization models

Energy Tool Objective Geographical Technology Optimisation Input Source
Sale logarithm

MARKAL - National/ - Linear Hourly/ (Connoly et

state/ regional Programming daily al.,2010)

TIMES - National/ - Linear Hourly/ (Connolly et

state/ regional Programming daily al.,2010)

ETEMSG - Regional - Linear Seasonal (Babonneau,

Programming 2015)
0SeMOSYS - - - Linear - (Howells et
Programming al.,2011)

- Minimize - wind, solar - Hourly (Akiki et al.,
costs and meteorolo  1998)
emission, gicaldata
and
maximize
system
reliability

- Minimize - Wind/PV - Hourly (Nelson et
Cost of andfuel meteorolo  al., 2006)
Electricity cells gical data

- - Wind/solar Particle - (Wang &

battery swarm Yang, 2013)
power optimization
sysem
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Capital costs

(KanasePatil

et al.,2011)
Capital costs - wind, solar - Probability (Borowy &
and density Salameh,
batteries function 1996)
for wind,
and solar
- - Wind, and - Probability (Tinaet al.,
solar density 2006)
function
for wind,
and solar
Maximize - Wind and Particle - (Mohammad
the Net solar energy swarm ietal.,2012)
Present optimization
worth of the
system
Minimize - wind, solar, Strength Average (Dufo-L6pez
diesel diesel and Pareto daily et al.,2011)
generator batteries Evolutionary irradiation,
output, Algorithm and hourly
minimize wind
total cost of speed
energy
Deficiency of - wind, solar DPSP Hourly (Kaabeche,
Power technique wind Belhamel, &
Supply speed, and Ibtiouen,
Probability irradiation 2011)
Minimize - wind, sola  Branchand Hourly (Geem,
total capital and Bound wind 2012)
costs batteries speeds,
and
irradiation

The MARKA[Smekens, 20053nd TIMESLoulou, Lehtila, Kanudia, Remne, & Goldstein, 2005)
models are general purpose model generators tailored by the input data to represent the evolution
over a period of usually 280 years or 100 years, of a specific eneegyironment system at the
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global, multiregional, national, state/province, or community le&onnolly et al., 2010) The
modeller can set the options that minimises total discounted system cost or the total discounted
surplus over the entire planning horizon.

0OSeMOSYSlowells et al., 2011is afull-fledged systems optimization medlfor longrun energy
planning wlike long established energy systems models. In the current version of OSeMOSYS the
lowest net present cost of an energy system to meet given demands for energy carriers, energy
services, or their proxies.

ETEMSG(Babonneau, 2015 a modelling tool tailored to represent a regional energy system.
ETEMSG is an extension of ETEM, a model which is developedainthined by ORDECSYS, an which
belongs to the MARKAL/TIMES family of mo@@&bonneau, 2015ETEMSG takes into account the
intermittency of electricity produced by renewableBhe objective is to find the energy system with
the minimum total discounted cost over the horizon.

The models as presented Trable3 all consider the time valuefanoney, and aiming to find the
financially most optimal solutiotdowever, only the MARKAL/TIMES model considered the community
scale energy optimizatiotunfortunately it is unclear if these models consider the spatial influences
on the development of e&enewable energy system.

The optimum design of renewable energy system isa popular topic, and there is sufficient literature
dedicated to this topic. The design problems are related to the determination of the optimal
configuration of the power system, and optimal location, tygmel sizing of generation units installed
in certain nodes, so that the system meets load requirements at minimum(Eodinc & Uzunoglu,
2012) To acquire such a solution multiple optimisation techniques are used by researchers, from linear
programming, to particle swarm optimization. Uzunod012) described multiple optimization
algorithms, and programs which have been used for energy modelling, also Keif2@is)
mentioned multiple optimization algorithms. Zbet. al.(2010) also described multiple optimization
approaches, and subdivided these into optimization approaches, which consist of Antifeiledence
methods, iterative technique, probabilistic approaches, and graphic construction methddble4
summary of used optimization algoritis is depicted.
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Table4. Optimization algorithms

Optimization Optimization Advantages Disadvantages Sources

approach algorithms

Artificial Genetic Algorithm  Efficient Harder to code (Fadaee & Radzi,

Intelligence performance 2012; Gandomkar,
Sufficient examples Vakilian, & Ehsan,

2009)
Artificial Particle Swarm Easy to code Lower performance (Mohammadi et
Intelligence Optimization Sufficientexamples for finding global al.,2012)

optimum

Iterative technique Linear Easy to code Computational (Howells et al.,

2011; Loulou et al.,
2005; Smekens,
2005)

Programming time inefficiency

Iterative technique Simulated Easy to code Relatively lower (Busetti, 2013;
Annealing Sufficientexamples performance Dowsland &
Thompson, 2012;
Gandomkar et al.,
2009)
Artificial Ant Colony Easy to code Lower performance (Erdinc &
Intelligence Algorithm for finding global Uzunoglu, 2012)

optimum

3.3.2.  Wind energymodelling

The optimal location and configuration of wind turbines in city centres is a problem multiple
researchers have tried to solyBrew, Barlow, & Cockerill, 2013; McWilliam, van Kooten, & Crawford,
2012; MillwardHopkins et al., 2013a; Ozturk & Nean, 2004; Sunderland, Mills, & Conlon, 2013; Toja
Silva, ColmenaBantos, & Castr&il, 2013) For wind turbine allocation multiple research tools are
available, with the focus on the urban, or rural area. Main difference between the research tools, is
the methodology between the models. The methodology ranges from the use of@Rputational
fluid Dynamicsinodels(TojaSilva et al., 20138yith a high level of detail, to lower detailed estimations
of local wind speed@VicWilliam et al., 2012; MillwartHopkins, Tomlin, Ma, Ingham, & Pourkashanian,
2013b; Sunderland et al., 2013punderland et. §2013)use a log wind profile method to extrapolate
measured wind speeds from a namban environment to an urban environment. Millward et. al.
(2013a)use the same method for their assessment of wind potemtighe city of London. Also, the
purpose of these models differ. McWilliam et. §2012) uses the power law to extrapolate the
measured wind at height x, usually 10 meters, to the height of the wind turbines hub height.
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Schallenberg et. al. (2013 identified three methods tdrapolate wind data in the current
literature, including the logarithmic method of Sunderland, and Millward, and the power law of
McWilliam. The third method is the ldgnear law (Log LL), which is based on the Me@lukhov
similarity theory. The LoglL and the Log- methods make use of the roughness of the urban area to
calculate the effect on the differentiation of the wind speed over the height.

The roughness length is a parameter which characterizes the influence of surface irregularities on
the vertical wind speed profile. This means, the rougher the terrain the thicker will be the affected
layer of air, and the more gradual will be the velocity increase with height. In the absence of
experimental data, the roughness length has to be selected erbtsis of visual inspection of the
terrain (Schallenbergrodriguez, 2013)

The displacement height is a parameter which characterizes the heightin meters above the ground at
which zero wind speed is achieved as a result of obstacles such as trees, and/or buildings. This
adjustment carbe set using the values setTiable9.

The powerlaw depends on the Hellmann exponent, which depends on the atmospheric stability,
wind speed, temperature, land features, and the height inte(&ahallenbergrodriguez, 2013)This
implies that a single parameters that des@fbthe wind profile at a particular location. The
geographical scale on which the methods are used do not differ much. However, thexéliidd is
primarily used for the estimation of wind energy around a single building, and is characterized by its
relatively high amount of detailTojaSilva et al., 2013)This is not relevant for a district evaluation of
wind potential in the urban environment. lfable5several methods which have beenusedin previous
research are summarized.

Table5. Wind profile methods

Method Level of Analysis Temporal or static Source
CFD Building - (Blocken & Persoon, 2009; Teja
Silvaetal., 2013)
Log wind profile City, district Static or Temporal (Millward-Hopkins etal., 2013a;
Grid of 100 by 10( SchallenbergRodriguez, 2013;
Sunderland et al., 2013)
Power Law Regional, District Static or Temporal (Schallenbergrodriguez, 2013;
Grid 100 by 100 Sunderland et al., 2013)
LogLinear Law Regional, district Static or Temporal (Schallenberdgrodriguez, 2013)

When the potential wind velocity in the urban area is estimated, the next stepasdtuate the
wind production of a wind turbine, given the previously determined wind speeds. For the calculation
of the wind energy production several approaches are discussed in the literature.(Radé)
proposes a method with which the annual energy potential of the area can be quickly estimated, using
the average wind speed per year. Tina et(a006)proposed a method which also includes some
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properties of a wind turbines, such as the rated power output;iouvind speed, rated wind sed,

and cutout wind speed. Billintof2004)also proposed such a method, however the calculation for the
wind production are slightly different. The calculations as progosg Giorsettq1983)to calculate

the energy production when wind speed are below the rated wind speed of the turbine. Both, use the
cut-in, current wind velocity and rated wind velocity to calculate the fraction of rated power output,
in order to calculateéhe electricity production at time t. Several methods to calculatevived profiles

are summarized ifable6.

Table6. Wind energy productin methods

Method Temporal or static Input Source
Mean Static Mean yearly windspeed (Patel, 2006)
Hourly Temporal Hourly windspeed (Tina et al.2006; Yang,

Lu, & Zhou, 2007)

Hourly Temporal Hourly windspeed (Billinton & Bai, 2004;
Giorsetto & Utsurogi,
1983)

Besides, wind speed adjustment, and energy production of wind turbines, there is an allocation
issue for developing larger scale wind turbines in the built environment. For safety reason several
distance regulation are in effect, when developing wind tads near, or in the built environment
(AgentschapNL, 2012Furthermore, to minimize the interference between multiple wind turbines
certain distances have to be consider@dcWilliam et al., 2012; Patel, 2006)\gentschapN{2012)
defined two safety zones, the firstone is the size of a rotor blade forbids the presents of limited
vulnerable objects within this zone. The second, is about the size of the height of the wind turbine plus
the rotor size, and forbids the presents of vulnerable objects within this contour.

When installing a clusterfavind turbines within a small area, certain spacing between the wind
tower must be maintained to optimize the energy crop over the yRatel, 2006) This depends on
the terrain, wind direction, speed, and turbine size. According to Fa086) the optimum spacing is
found in rows of 8¢ 12 rotor diameters down wind, and @ 4 rotor diameters in the crosswind
direction. However, Mcwilliam et. g2012)proposed a micresitting model to allocate wind turbines
which depends on wind turbine spacing and the tamaof sensitive noise receptors, such as dwellings.
However, in this research the population density is used to estimate the noise receptors. The scale of
this analysis is based on the development of wind turbines within a large region, instead of a city
district.

3.3.3. Solar (PV) energy modelling
In the existing literature, examples of solely solar energy modelling, and allocation are not frequently
found. However, sizing optimization is a frequently researched topic, however this is mostly done in
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combinaton with another energy technology this topic will be discussed in ch&pteor this reason,
we will limit the scope of this chapter to energy generation, andation of PVpanels.

An explanationfor the limited research in solar energy modelling can be the fact that the allocation
for P\ftechnology is rarely restricted by safety, nuisance regulations, or other environmental aspects.
In fact, the developmentioP\tpanels on a roof is only restricted by the fact that there needs to be
enough distance from the roof edge to the installation in order to safely walk around the installation,
and to limit the visibility of the installatiofNotenbomer, 2014)

In the existing literature multiple methods for the calculation of energy generation for PV panels
are proposed. Pat€P006)proposed a method which includes the hourly solar radiation, and also the
effect of temperature on the efficiency of the PV pan®&hile Deshmukh et. a{2008) Borowy et. al.
(1996)and Wang et. al(2013) also include the indirect irradiatiomto the hourly production
equation.Nelsonet. al(2006) Akiki et. al(1998) and Tina et. a(2006)proposes a simpler which only
focuses on tk hourly insolation data, surface area of the PV array, and the overall efficiency of the
panels. This methods assumes that the PV system has a maximum power point tracking, and itignores
the temperature effect on the PV panels. The only difference betwtbe last three studies is that
Tina et. al (2006) correct the irradiation data from a horizontal surface to the inclinatodithe PV
panels. Besides, these methods there exist another even more simplified method to calculate the
power production of a solar PV array per year. It uses the Watt peak, Wp , performance of the array,
and multiply that with a constant, which variesarding to the geographical location. In the
Netherlands this constantis 0.85 however, this is not a vasyrate, and trustworthy methodlable
7 gives aguick summary of the methods.

Table7. Solar energy production methods

Temporal or static Input Source

Temporal Temperature Irradiation data Efficiency panels (Patel, 2006)

Surface area

Temporal Temperature Irradiation data (Direct/ Indirect)  (Borowy & Salameli,996;
Efficiency panels Deshmukh & Deshmukh, 2008
Surface aga

Temporal Hourly Irradiation (Akiki et al., 1998; Nelson et al
Efficiency panels 2006; Tina et al., 2006)
Surface area

Static Efficiency panels -
Constant
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3.4. Economic Evaluation

Itis evidentthatan economic analysisis required, when dealing with an optimization problem. In
the current literature of energy modelling, multiple objective gm®posedin order to find a best
solution for a given problem. As can be seefable8 researchers use different objective in order to
find an optimal solubn for their problem. However, in a major part of the found literature economic
evaluation of solar/wind energy systems is a crucial part in the optimization of energy systems.
However, as with the objective, different approaches are used in order to tledeconomic
evaluation.

As researchers solelyfocus on the capital costs of the energy systems, they neglect the influence of
Operation and Maintenance costs throughout the life time of the systBmowy & Salameh, 1996;
Geem, 2012)This is also the case when the focus lies on the Cost of Energy, where the capital costs
are divided by the amount of electricity is generated in a y(@arfo-Lopez etal., 2011; Nelson etal
2006) This focus limits itself to the evaluation of an energy system in one single year. Mohammadi
(2012) integrated the timevalue of money according to the capital recovery factor methidds
incorporate the effect of inflation on the value of money over time. This enables the researcher to
evaluate the effect of operation and maintenance costs on the feasibility of the proposed energy
system. Moreover, the economic value of the systemloa calculated over a period of time, which is
equal to the life expectance of the system. Kaabeche e(28ll1) also uses the capit recovery
method to calculate the present value of money. Furthermore, the discounted cash flow can also be
integrated to calculate the future value of money, this is a common method to evaluate investment
decision.
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Table8. Economic evaluation of energy system

Method Timevalue of money Description Source

LUEC method (Capital Yes

recovery factor)

Total costs of the Yes
system (Capital
recovery factor)
Levelized costof Yes
energy (capital
recovery factor)

Discounted cashflow Yes

LUEC is defined as the total costc (Kaabeche et al.,
the whole hybrid system divided b 2011)

the energy supplied from the

hybrid system. The capital

recovery factor is the ratio used to

calculate the present value of any

annuity.

The capital recovery factoris the (Mohammadi et al.,
ratio used to calculate the present 2012)

value of any annuity.

Is similar to the method as the (Dufo-L6pez et al.,

LUEC method. 2011; Nelson et al.,
2006)

Is a comprehensive method to (Metrick & Yasuda,

estimate thepresent valueof all ~ 2011)

incoming, and outgoing cash

streams.
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3.5. Conclusion
Major approachesand methodshave been idefified in the existing literature concerning spatial
decision support systems, and urban energy modelling

To incorporate the spatial constraints of the built environmenta GIS approach is proposed in this
researchln the reviewed literature there is a clear preference for the use of vector GIS maps. However,
it has to be noted that the research area in these articlesadra grander scalthan the intended
research area in this studfhough with the focudevelopng a local energy allocation a vector map
represensthe research area in arealistic mann€he vectormap gives a very detailed, and clear view
of the research areaFurthermore, his provides a comprehensive way to incorporate individual
consumers forfuture use of the modelThe GISnap not only consist of a vectonap, but also a
feature lists containing all valuable dataquired this data is further elaborated in chap#B.1

Technologyincorporatedin this research are the Pwodules, and wind turbines. These
technologies are restricted to a number of legal regulations. ThenB¥ules are in the Netherlands
restricted to two regulationsvhen installed on dlat roof. First, there needs to be sufficient space
available for a mechanic to safely walk around the installation. Second, thadélles have to be
limited visible from the street surface. These restrictions will be incorporated in the allocatiorl mode
of the PV¥modulesIn this research the assumption is made that PV modules will only be installed on
roofs. Therefore, the only required GIS data required is the amount of roof surface is available on any
particular parcel.

For the allocation of wind tlninemultiplerestrictions are irffect, due to safety a minimal distance
is required between dwellings and the wind turbine, and other installations and wind turbines. In this
research the distance requirements regarding vulnerable, and limrtdderabé buildings will be
integrated as well as distance requirements in relation to other wind turbii@egety demand for the
allocationin relations to roads, and railways are neglectéx allocation of wind turbine on parcels
requires moreelaboratedspatal data. The following parameters are required to allocate a wind
turbine, available free surface, vulnerability of surrounding buildings, and others.

The energy production can be calculated using average wind speeds, and solar irradiation, however
avergye values for energy calculation can lead to too optimistic vaMegover, this energy model
will bedeveloped with the intention to eventualgnhancedt with a storage component. In order to
do so adynamic energy production calculation is required. Thereftite,energy production of the
renewable energy technologies will be calculated with the use of hourly meteorological data. This
approach enables arealistic view of the potential energy generaiohe research area. Furthermore,
to calculate the energy generation of the technologies present at the research area, the method as
proposed by Tina et. a{2006)are used.

However, to fully incorporate this data in the model an adjustment has to be made to coop with
the roughnessandthe characteristics of the surrounding aréla deal with the height, and urban
surface agustment the method proposed by Millward et. #2013a) This approach uses three steps
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to adjust the measured wind speed at 10m, to an estimated wind speeds at the Hub height. This
method will be further elaborated in Part 2.

For the optimization of the energy technologies in the research area an optimization algorithm is
used to find the optimal configuration. In this model the simulated annealing approach is used to find,
and improve the configuration of the energy technologiesl @nopose a best fit solution, within the
set objective, and constraint$he simulated annealing optimization algorithm is designed to be able
G2 aOft AYOéE 2dzi 2F €20Ff YAYAYFSX YR FTAYR GKS
comprehensivanethod, and is easily coded.

The aim of this model is to find an optimal configuration of renewable energy technologies on
business premise3he optimum solution for the configuration of renewable energy technologiesis to
minimize the overall costs peroduced kWh. In this manner, the system capital costs, operation and
maintenance costs, andthe total produced energy is combined in one value, which can be easily tested,
and provides a clear view on the feasibility of the system over adetermined Ifespan.For this
method the timevalue of money will be by aggregating the discountedhflow methodology This
method incorporates the time value of money, and is a comprehensive, and often used method to
calculate the feasibility of investment, and bogss decisions.

Finally, the model must be able to assist decision makers with the development of energy system
within the built environment. For this reasatlvariable ©f importanceare integrated in the Interface
of the model

Furthermore, the outputs are also visualized in the Interface to give a clear view of the configuration
of the model.The output generated by the model gives the modeller insight in the potential of the
research area. The locatiognergy production per tehnology number of technologies, capital costs,
O&M-costs, and overall Costs per produced kWh.
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4. Development of &patial Decision Support Energy Model

Abstract

The allocation of renewable energy technologigthin the urban environmentwhere a tradeoff has

to be made between multiple objectivggesent a major challenge for planners, and system
developersitcan be stated thattherearg 2 &GN} A IKGF2NBF NR a2f dziAzyas
to providethe research area with sufficient energy, without administrating major changes to the urban
environment, due to the complexity, and diffused nature of this urban environment.

C2NJ GKA&a NBlFrazys | aLl dAltf RSOAWARYI §¢¥ SOAYT A b
G2 adzZlll) & GKS NBAaASEFNDK FNBF gAGK adzZFFAOASYd SySt
with the least costs per produced kVifnorder to provide users with affordable electricityhe focus
lies on the integratiomf two major renewable energy technologies namely, wind and solar power
the urban environmentThe spatial environmentis represented by a-@kp consisting of individual
parcels of the research area. The parcels provide the boundaries, and alscatis spnstraints of
the research area.

In order to incorporate the wind potential in the urban environment of a business area the wind
atlas methodology is integrated to assess the wind potential per parcel, in relation to its build surface.
Furthermore,meteorological data froma weather station in the vicinity of theesearch area is
integrated, to generate an accurate estimation of the amount of energy produced on a yearly bases.

For the optimization of the configuration the optimization algorithm siatad annealing is used.

The model is tested on a casell dzZRé Ay GKS bSUGUKSNIlyRa- 2y |
| SNII23Syo2aO0KI Tiddescén&ibs ace ReSted.omthis/casé. Birst, the scenaaits
kW case s tested where the meteorologicdhta represent the geographical location of the business
premises near Den Bosch. Secaamdgenario is proposed where alarger wind turbine is introduced in
the model Third, ascenario is proposed where the capital costs of the PV modules decread@with
of its original value.

In all case a configuration is proposed solely consisting of PV modules. This can be explained by the
low average velocity of the research area. However, all proposed configuration only have small
differences, implying that thenodel always finds approximately the same configuration for when only
small changes are made in the configuration of the variables.

4.1. Introduction
The allocation of renewable energy technologies within the urban fabricis a complex problem for the
sustairable redevelopment of urban districts. This problem arises due to the complex, and diffuse
YIEGdz2NE 2F GKS dzZNBlFy FLEoNAROD® ¢KS LINRPof SY RSOA&A?Z
provide the research area with sufficient energy, without adistering major changes to the urban
environment.

The allocation of services, and facilities in the existing fabric of the urban environment requires the
ability to balance numerous variables, constraints, and conflicting objectives, to find a realistic, and
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appropriate solution for any given spatial ptein. SDSS models can assist decision makers with the
automated process of problem solving, and can offer a solution, to identify the configuration, and
operation that provide an optimal tradeff between economic, and environmental aspects.

Researchers hav developed comprehensive energy models to aid decision makers in the
development of redevelopment plans. Multiple methods have been developed to find the optimal
sizing of renewable energy technologies to provide an area with sufficient e(@ogywy & Salameh,

1996; Kaabeche etal., 2011; Nelson etal., 2006; Zhou et al., 20d@gver, in many of the research

spatial constraints are hardly considered. In the research of Millward ¢2G3b)the urban fabricis

integrated to take into account the urban fabric on the wind potential in the city. However, the scope

of Millward et. al. (2013b)R2 Say Qi AYyO2N1IR2 NI S GKS [ff20F0A2Y
environment.

In this research, an energy optimization model is proposed for the redevelopment of business
preYA dSa4Y 6KAOK gAff aATS GKS RA&AGNROGdziAZ2Y 0SG8S¢
while considering the spatial constraint given by the research area, and providing enough renewable
energy to make the research area ssiffficient. For thisresearch, methods, used by several
researchers, are used for the calculation of renewable energy produdiigkrien & Ekren, 2010;
Kaabeche et al., 2011; Nelson et al., 2006; Tina et al., .2006)

In chapter4.2.1, the proposed energy model is further elaborated with its objective function,
constraints, and methods. In chaptés3 the required data is described for operating the model. In
chapter4.4, the userinterface is presented using a casady of a business areain the Netherlands.
Furthermore, the results of this cas#udy are presented under different scenarios. In chapiehe
operations of the energy model are discussed in retrospect.

4.2. Model Design

The optimization energy model proposed in this research, aims to find the best configuration of
renewable energy technologies within the built enviroent, and more specifically on business
premises.

In thischapter the setup of the model is further elaborated. For the optimization an objective
function is defined in chapted.2.1 In chapter4.2.2 and 4.2.3 the methods are proposed for
allocating, and calculating the energy production of PV arrays, and wind turbines. The optimization
algorithm used is discussedin chapde2.4 Finally, in chaptet.2.5an economic evaluation is defined
to check the economic variables toghlecision parameters.

4.2.1. Objective function

In this research, an optimization energy model is proposed for the use on business premises in the
Netherlands. The objective of the proposed method is to optimize the least costs per produced unit of
electricity(kWh). This results in the following objective function;
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Minimize Costs/kWhrogucion0 € K 12 KT /)h 90 091 & wmp
Subject to safety, and spatial constraints are met (Chapts} 4.2.2 4.2.3
Capacity constraintdk p 9

The objective function is subject to spatial constraints as given by the built environment, legal
restriction defined by national governments (chapde2.2& 4.2.3, and the produced electricity over
a year has to be equal toy larger than the yearly energy demand.

4.2.2. Mathematical model for PV systems

The amount of solar radiation that reaches the ground depends on the geographical location, and
climatic conditions. In this chapter, a PV array allocation method is proposeitheFuore, the
method for estimating hourly energy production is defined, and specified.

Allocation of PV panels
For the allocation of PV arrays on a flat roof of buildings only two restrictions are applied, which are
the requirement that a mechanic can safely, and easily walk around the PV arrays, and that the PV
array are limited visible from the ground flo@totenbomer, 2014)This restriction implies that there
needs to be sufficient space between the roofs edge, and the PV modules. The vabupiioéd
surface area per PV module can be adjusted by the modeller in the interface, this will be further
elaborated in chapted.4.

Before allocatingVV modulesoa specific parcel a number of conditional statemdiig. 1 have
to be completed. For the allocation of PV modules this implies the following statement;

b (1)

Where, is the conditional statement verifying a parcel if it complies with the coadifor
installing PV modules. In this case, this resultsin verifying the parcelif ithas a roof surface large enough
G2 dziAf AT S tx Y2RdzZ S3& o istrueAThis pioke8urelrdid@mtKirStiie dtdddtion 2 f f 2
of a number ofPV modulsusing Eq. 2
Furthermore, in this research, we assume that when PV panels are installed, the whole roof is
installed withPV panels. This results in Ega2 shown here below.
Y

., 5
0 —~5 (2

Where,N,, is the number of panels that can be installed on the roof in question RB\Ging niS

the roof surface which is retrieved from the Gi#ap. TheSA, is the required square meters a PV
module needs when installed on a flat roof in a 35° angle.
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The reaquired square meters to install one PV module on a flat roof is calculated using the method
proposed by Notenbome(2014) (Eq. 3, this method calculates #h minimum distance required
between PV module to minimize the shadow effect of succeeding PV maahaes further elaborated
in Appendix $ Method of NotenbomerThs method is usesenclination conversion valysvhich is
depend on the angle of the installed PV module calculate thedistance required between PV
modules.

YO D0 &YWWL W ©)

Where,SAvis the required square meters a PV module requires to be installed on a flaLRéf,
is the length of the PV modulejs the conversion value which is related to the angle of the PV module,
andWPVis the total width of the PV module.

It has to be notd thatin the allocation of PV moduldése geometry, and orientation of the
buildings are neglected. Additionally, it is assumed that the roof is completely covered with PV
modules. This limits the possible outcomes for the model, and therefore limitsithelation time of
the model.

PV Energy Generation

For the hourly energy generation of theqpanels, the method of Tina et. §2006)is used shown in
Eq.4. This method uses hourly meteorological data to calculate the hourly power output of the PV
array. The hourly solar irradiation is provided by the KNMI database (ché&3téer.

0 6 Z_ZG (4)

Where, P,,is the power outpubf the PV module in a houk:is the total square surface of the PV
array, which is determined by the model, and only indicates the active susfabe PV moduleand
| is the efficiency of the PV module in percentages, and can be set by the user (¢hd@ek is the
hourly solar irradiation given by the meteorological data.

The total energy production afie PV modules is calculated by summarizing all values dfidn.
one number using E&.

0 0 (5

Where, B, is the total energy production of PV modules in one year, apdsPthe energy
production per hourWith this approach, it is assumed that the PV panels have maximum power
tracking.The summation runs from 1 to 8760 due to the amount of hours in a {f&@ method uses
the total active surface of the PV array, and combine the module efficiency, and transformer efficiency
into one percentage of total converted irradiation.
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4.2.3. Mathematica model for Wind turbines

The allocation, and energy production for wind turbines in the built environment, requires more
extensive planning then that of PV arrays. This is mainly due to the safety restriction, and the possible
interference of the built emironment on the local wind speed. Therefore, comprehensive modelling
for the allocation of wind turbines is required, in order to find the location with the highest wind energy
potential, while being subject to legal restrictions. The wind speeds measyrdte KNMI (chapter

4.3.2 have to be adjusted to the local level of the research ausag the wind atlas methodology
Furthermore, the legal restrictions aflocating wind turbines will be discussed.

Wind Atlas Methodology

The regional wind climate is used as the starting point of the model is the freely available KNMI
databasg KNMI, 2015) To esimate the wind speeds at a parcidvel, the Wind Atlas Methodology as
proposed byMillward et. al.(2013a) is used. his methodologyenablesthe user to correct the
measured wind speeds to a different height at a location nearby. It involvelyiag a number of
adaptations to a wind speed database to account for the effects of the urban area upon wind profiles.
It relies on knowledge of the regional wind climate in the city, and also the aerodynamics propetrties
of the urban surface, which argpically quantified using the parameters roughness lengfh énd
displacemenheight (d), these are shownrable9. The general concept of this method isrepresented

in Figure2.
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Figure2. Schematic representation of the Wind Atlas Methodol @gilward-Hopkins et al., 2013e
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involves scaling the wind speeds up towards the top of the urban boundary layer (UBL), atzhgight
(Eq. §. This is usually set as a constant of 200 m, at this height the influence of the urban surface is
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assumed to be abseriMillward-Hopkins et al., 2013b)The wind speed ahis height is calculated
dzaAy 3 (GKS aidFyRINR f23FNAGKYAO SAYR LINRGHLE ST GA
of 0.14m.

This results in the following equation;

“ 7Yi 16 j&
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Where,Uyis the hourly wind speed at the measured height of 10m. The roughness length is donated
asz,. and is a fixed valueyg, is the height of at the top of the Urban boundary Layer. Ang, is
the corrected hourly wind speed at UBL height.

In the remaning procedure of the methodology, the wind speed at the top of the UBL is down
scales to the hub height of the wind turbine, in two stages, using aerodynamic parameters appropriate
for the urban area. These parameters can be estimated based upon detitedlescribing the
geometry of all buildings and major vegetationin the city. In the absence of this data these parameters
can be estimated on visual inspectiof&challenberdgkodriguez, 2013)

The second procedure of the metholdgy (Eg. ¥ is used to estimate the wind speed at the
blending height£z,0 ® ¢tKS 0f SYyRAYy3I KSAIKGI Aa O2yaARSNBR
below this height the wind profile is considered to be determined by the local geometry. The blending
heightis mostly seton a height ot times the average building hgt. The wind profile above the
Zz is assumed to be affected by the area directly upwind of the prediction location, extending to a
RAaAGIYOS 2F p 1YZ GKS INBI OFy 0SUsNderedynahNdS R (i 2
parameters appropriate fathis fetch are used in the logarithmic profile;

) a (1)
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Where, Uy, is the adjusted wind speed at blending heighyte; anddie.nare the fetch roughnesslength
anddisplacement height respectively, as showmable9. zg is the height at the top of the Urban
boundary Layer. AndJys. the adjusted vind speed as calculated tg. 6 For the estimation of
NRdzAKySaa fSy3dKI FyR RA&LIIIOSYSyl KSAIKG 2F (K.
The third procedure (E®), is downscaling the wind speed at blending height to the turbine hub
height @,ug. The assumpdin is now made that the wind profile is adapted to the local area, and the
aerodynamic parameters are estimated for this local area. The local area in this model will be the
individual parcels, therefore the displacement height, and roughness length phitvels have to be
integrated in the Gl$nap, as stated in chapter3.1
These parameters will be the input of the logarithmic profile;
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Where,Uyis the adjusted wd speed as calculated in Eqzy,.a,andd,cq are the roughness length,

and the displacement height of the local aregis the blending height, and,is the estimated wind
speed at the hub height. The wind speed at the hub height will be used to calculate the energy
production of the wind turbine. Note that in this research the wind direction is neglected, due to the
fact that we assume that the wind turbines hub will always rotate towards the wind direction.

Table9. Roughness length and Displacement Height

Terrain description Roughness Length ofZ(Wieringa, DisplacementHeight (dBest et
1992) al., 2008)

Open Sea F nodnnnH 0

Concrete, flat desert, tidal flat 0.0002¢ 0.0005 0

Flat snow field 0.0001¢ 0.0007 0

Rough ice field 0.001¢0.012 0

Fallow ground 0.001¢0.004 0

Short grass and moss 0.008¢0.03 0

Long grass and heather 0.02¢0.06 0

Low mature agricultural crops 0.04¢0.09 0

High mature crops 0.12¢0.18 0

Regularlybuilt large town 0.7¢15 3.10

Tropical forest 1.7¢23 7.00

Continuous bush land 0.35¢0.45 19*2/3

Mature pine forest 0.8¢1.6 20*2/3

Dense low buildings 0.4¢ 0.7 20*2/3

Wind Energy Generation

For the calculation of hourly power output of the wind turbines, the method as proposed by Tina et.
al. (2006)is used, as shown in E8j.For a typical wind turbine, the power output characteristics can
be assumed in such a way thastarts at the so called, ctih wind speedy, it is assumed that the
power output increases linearly as the wind speed increases xdmthe rated wind speedr The
rated powerPkis produced when the wind speed varies frggpto the cutout wind speedsg, at which
0KS 6AYR GdzZNDAYS gAf ¥ E3KadzIOIR 200yt &t (¢K S MAK Ri K&
YSGK2R2ft 238Q3 dzaAy3d K2dz2NI & YSGS2NRt 2340l ¢
equations;

>
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Where,R,is the power output of the wind turbine at wd speedy). vcis the cutin wind speedyris
the rated wind speed, ang-is the cutout wind speed of the wind turbine. Furthermore, tRgis the
rated power output of the wind turbine, which is produced when the wind speed is equal or higher
than the rated wind speed, and lower than the auit wind speed.
The total energy production over the geis calculated using the Eq.. 10

0 0O U (10)

Where, R is the total energy production of one specific wind turbine, angvlPis the energy
production calculated using Eg.Bhe summation suns from 1 to 8760 due to the amount of hours in
ayear.

All variables in thisquation are adjustable in the interface of the model, except for, the hourly
wind speeds which are derived from the KNMI dataset. The possibility to adjust these parameters is
further described in chaptet.4.2

Allocation of Wind Turbines

The allocation of wind turbines within the urbaanvironment require the aggregation ofhultiple
safety regulationsThe Dutch governmenfFaasen, Franck, & Taris, 2013)ve defined two safety
zones regarding, vulnerable, and limited vulnerable buildjrag seen ifigure3.

The most inner circle, also donated as the Hontour, is where no buildings, or installation are
allowed. The safety range of this safetne is often equal to the rotor radius of the wind turbine. The
outer circle, also donated as “1@ontour, is the safety zone wherein no vulnerable buildings are
authorized Vulnerable buildings are defined as, dwellings, hospitals, offices with a liigbesurface
then 1500 m, etc.Within this contour it is authorized to have limited vulnerable buildings such as,
office smaller than 1500 fnwarehouses, and so o.he distinction between vulnerable, and limited
vulnerable buildings are made on thadis of the GFghaps, and visual analysis as stated in chapter
4.3.1 This contour is often set on the radius of the rotor plus the hub height of the wind tuylnte
therefore dependent on the size of the wind turbifEaasen et al., 2013)
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Figure3. Safety zoning for wind turbines

Furthermore, for the allocation of wind turbines it is also required to consider the interference
caused by surrounding wind turbing&ydin et al., 2010; Ozturk & Norman, 2004; Patel, 2006
wind speed after a wind turbine is significntess tha up wind, this reduction has a negative
influence on thewind production ofwind turbinesinstalled downwind of other wind turbine§he
distance requirements differ between the upwind positioning, and cross wind positioning. However,
in this esearch there is no distinction between wind directions, therefore, in the positioning of wind
turbines, there is no distinction between upmd, and crosswind positioning.

Whenanalyzinghe outcomes of the optimization model, this restriction have to be considered,
before undertaking further steps. All distance regulation are showreinie10.

In the modekhe safety checks, and safety zoning checks all originate from the centre of the parcel,
thisis done to limitthe amount of possible location for the model, and however this can create some
errors when allocating neighbouring vadturbinesresulting in Eq. 1IThese conditions result into the
following conditional statement for allocating a wind turbine on a parcel,;

(i TAL) (12)

Whergh is condition that a parcel have suicSy G | @ A £ | 0 fiSthexdnditloNit & dzNJF |
there is no vulnerable object withinthe 4@oy’ (i 2 dzNJ 2 ¥ (1 KS dskhg BonditideNdatA y S |
there is no wind turbine within the vicinity of the proposed wind turbine. If all conditions are met the
procedurel will commencewhich results in the development of awind turbine on a parcel. If one or
all conditionare false, thanthe proceduret will not commence
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Tablel0. Distance Restriction for allocating Wind Turbines

Regulation$ Distanceequirements(m)

Distance regulation regarding buildings radius of the rotor blades
Limited vulnerable objects (Hotel, shops,
office<1500 rA) (10°contour)
Vulnerable objects (dwellings, hospitals, schools, office Height of the wind turbine + radius of the rotor
>1500n%) (10% contour) blades

Distance regarding surrounding Wind turbines 2 ¢ 4 radius of rotor blades

4.2.4. Optimization algorithnfior the distribution of Wind Turbines & Solar PV

The optimization algorithm used in this energy model is the simulated annealing (SA) algorithm. The
simulated Annealing is a general optimization technique for solving combinatorial optimization
problems(Erdinc & Uzunoglu, 2012} is derived from the chemical process of heating a metal in a
heat bath, and then cooled down by lowering the temperaturehe heat batiErdinc & Uzunoglu,
2012)

The simulated annealing process consists of 7 stéggaraman & Ross, 2003)he first step is the
initialization, ste® check feasibility, step 3iggerate a feasible neighbouring solution, step 4 is the
evaluation incumbent solution with neighbouring solution, step 5 is examining Metropolis condition,
step 6 Increment counters. Step 7 adjust the temperature.

At each iteration, a candidate mode isxdomly selected and this mode is accepted if it leads to a
solution with a better objective function value than the current solution. Otherwise, the move is
accepted with a probability that depends on the deterioration of the objective function value based
2y aaSOUNRLRTERE / NAGSNRAIFES 9l wm

The annealing procedure depending on the temperature decrement allows for wide area searches
by a faster temperature decrement at the beginning of the iterative process, then local area searches
around the best solutionis the wide area search steps with slower temperature in the next steps of
the algorithm(Erdinc & @unoglu, 2012) In SA the cost of a solution is equivalent to the energy of the
physical state, and the temperature, although it has no physical meaning, can be seen as controlling
the entropy of the system. At high temperature, all solutions the ojation problem are equally
likely while, at low temperature only the minimal cost solutions are accepted. The igitnglerature
(Eqg. 12 is setin such a manner, that the worst possible solution is accepted with a change of 80%.
Resulting the followingquation;

T (12

1 Handbook Risk zoning Wind turbines was uffeglasen et al., 2013)
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Where,Tjis the temperature attime zero, and “Qs the greatest difference between options. This
implies that the value of the initial temperature is dependent on the scaling of the objective function,
and thereforeis problem specific. Following an appropriate cooling schedule, SA has the potential to
avoid local minima and converges to the global optimal solutions within a reasonable computing time
(Gandomkar et al., 2009)

Solutions which are not of a better value than the previous is accepted with the prob&bdit{3)

P Q0

U
AgB—= QO . (13

Where,, is the costs current configuratign,is the costs proposed configuration, afds the
temperature of the systemrhe algorithm is run until a stopping condition is reached, typically a
minimum temperature value, specified as part of the annealing schetkeend temperature can be
determined by two conditions, one, there are no more improvements, and two the acceptance ratio
is falling below a given valu€he overall code of the system which is used to find new solution, and
provide the initial setup isepresented imAppendix 6) Netlogo Code

Initial Setup
¢tKS SYSNH& Y2RSt A& &adlINISR o0& LINBaaAiAy3d GKS aas
several components of the energy modaéirst, of all the procedure statfor uploading the Gi&ector
YL 6AGK Fff NBIdZANBR FTSF{idz2NBad { SO2yRZ F2NJSI O
2F (GKS LI NDOSt 2y gKAOK A0Qa f20FGSRE GKAA& a&idzNI
values ofenergy production potential per parcel per year. These values are calculated with the
methods proposed in chaptet.2.2 and4.2.3 Finally, a random configuration is generat@tlis
configuration only serves as a starting point for the optimization procedure, and will not have an effect
on the outcome of the energy system.

The starting configuration is obliged to a certain set of constraaststated in chaptet.2.2and
4.2.3 The starting configuration is generated by selecting at each iteration a random parcel, and
allocate either a wind turbine, or PV modules. This division is done on a 50/50 bases, ifddle pa
complies with altonstraint. If a renewable energy technology is allocated the model chooses a new
random parcel, and allocates another technology, continuing this process until the energy demand is
met. This process is shown in the flowchart as presentddgnred, and the continuation is shown in
Figureb.

When the random configuration is corgied all required values are calculated, and the
configuration is stored in an internal memory of the system. From this point new configuration will be
ISYSNIYrGSR Ay 2NRSNI G2 FAYR (GKS aoSaité¢ azftdziazy
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Surface _area parcel
Build_area
Roughness length
Displacement Height
1D_nr
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Create foreach GIS-feature one turtle
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Set features ‘parcel’ as features of
GlS-file

Set numb_panels asbuild_area /
required surface area PV

Set hourly-solar-production (list) using
method of Tina et. al. (2006)
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Tina et. al. (2006)
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See continuation at next
page (initial setup 2.0)

Figured. Flowchart for initial setup of the model
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Initial Setup 1.0

Calculate yearly production of present
wind turbines, and PV modules (energy
supply (y))

Select random
‘parcel’

Random float
<0,5

Does the parcel has a
building?

Ask parcel to hatch Pv
panels
A4

i Set wind-production as Set solar-production as e
P— 1g vearly-wind-production yearly-solar-production e
B Set Id as ID ‘parcel’ etc. Set Id as ID ‘parcel’ etc. p

v
| Calculate the Yearly Energy Production of the e
present Wind Turbines, and PV modules

Figure5. Continuation of the flowchart in figure 4 (Initial setup 2.0)

restrictions for wind
turbines?

Ask parcel to hatch
Wind turbine

Changing the configuration
In order to optimize the distribution of renewabknergy technologies on the research area an
algorithm is develop which finds a ne@anfigurationat each iteration. The algorithm is draftedsuch
a fashionthat at each iteration only one small change is made to the existing configuration of
renewable eergy technologiesThis implies that at the end of the algorithm only five possible
outcomes are present. The model either installs, or removes a wind turbines, either installs, or remove
PV modules, or does nothing.

To arrive at one of these five postiiiies, the algorithm starts with the selection of a random parcel
in the research ared:or the selected parcel the technology with the least costs per kWh is selected.
Before installing the selected technology a setomditional statements have to bmet. The results
of the conditional statements determine which of the five possibilities is utiliZéde possibility arise
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that the model decides that nothing will be change in the configuration the steps of calculating the
overall costs, production and costs/kWh is skipped, and a new parcel is randomly selected.

When a new configuration is compostia: overall production, an costs is calculated to determine
the overall costs of energy (COE). The new configuration is accepted according to the statements as
described in Eqg. 10. If the new configuration is accepted, the new configuration becomes the best
configuration, and thenodel continues searching for another solutidiis process is continued until
the stopping procedure is met, or no better solution is found by the energy modék whole
procedure is shown ikigure6.

Limitations of the energy model

There are several limitations implies in this energy optimization model. This limitations mainly relate
to the allocation of the renewable energy technologies, and amount of alloca&teelwable energy
technologies.

First of all, the allocation of wind turbines is limited to one turbine per parcel. Thisis done because
of the inability to incorporate the interference of wind turbines on a parcel level. Thus, the possibhility
that multiple wind turbines are allocate on one parcel, and provide the research area with sufficient
energy is notincorporated. Second, the allocation of PV modules is done on the complete roof surface.
The methodology neglects the effect of installations, or ottmrstraints that can imply on a roof of a
building. Third, the constraints regarding highways, canals, and other limitations for allocating wind
turbines are neglected. In this study, only the vulnerability of the surrounding buildings are
incorporated.
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Figure6. Flowchart for finding new configurations

4.2.5. Economic Analysis

Itis necessary to have an economic analysis, when attempting to optimize the costs per produced kWh.
As stated in chapte4.2.1, the objective function of the energy model is to minimize the costs per
produced kWh over the lifetime of the system. The expected costs of the system over the lifetime will
consist of thecapital costs, spend at the start of the year, and the yearly €x&bts of the renewable
energy technologies. The expected energy productionover alifetime is calculated using the total yearly
energyproduction, by aggregating Eq&4EQq.9, and multipled with the lifetime of the system. This
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implies that the total energy production is equal for egelar. The costs per kWh (E&) 1s defined a
following;

0, . %o 0G0
Q0 g o (14)

Wheree k {A B GKS O2aida Ay 9dzZNPQA LISNJ LINP &du®SR 1 2 K
capital costs of the system, as donated in E).Q&M-is the operation and maintenance costs over
the complete life timesalculated with Eq.7, andE, is the total produed electricity over the complete
lifetime as calculated in Efj2 The useris able to adjust several variables in this equation, this enables
the modeller to make simple analysis of the performance of the system with various settings this is
elaborated inchapter4.4.2

The total yearly energy production of the allocated renewable energy technologies is calculated for
two reasons. First of all for the check if tbgerall energy generation is sufficient to provide the
research area with sufficient renewable energy. Second, to use it to calculate the overall costs of
energy for the whole system. The total yearly energy production is easily calculated by adding the
energy produced by the wind turbines, with that of the PV panels the total energy production is
calculated per year. This results in the following function;

O o 0 0 (15)

Where,E (t) is the total generated electricity in kWIR,(t) is the electricity production by wind
turbines over the year, anB,, (t) is the electricity production by PV array over the year. The energy
generation of the P\Arrays, and wind turbines are calculatedngsthe equation as defined in Eq. 4,
and Eq. 9.

Furthermore, the capital costs are the costs for purchasing, transportation, and installation of the
system. The capital costs are assumed to be spend in the first year. The capital costs consist of the
combined costs for the PV panels, and the wind turbines. The total capital costs are defined by;

80 f G zO G 20 (16)

Where,/  Q.£i®the capital costs of the systei,, is the total number of pymodules in the
systemg,, are the costs for installing an pnodule on a flat roofN, is the total number of wind
turbines installed in the system, amg is the costs for designing, and installing and wind turbine on
the premises.

Additionally, the Operation and Maintenance co$O&Mcosts) are calculated over the lifetime of
the system. The costs for operation and maintaining the system can be adjusted per renewable energy
technology. In the case of the wind turbine the O&idst is a percentage of the capital costs. For the

53



P\tarray the O&Mcosts are a given number, both adjustable by the modeller (chap#rThe O&M
costs per year are defined by the following equation;

QO Vb 00 W (17)

Where,O&M,,is the total O&M costs for the system for a ye@&M,(y)is the O&M costs per wind
turbine peryear&Ms(y)is the O&M costs per PV panel per yeard n is the number of wind turbines,
and PVimodules on the research area.

Before the O&Mcosts can be integrated in the objective function, the costs of O&M have to be
added over the years. To calculate the current value of future cash flows the discounted cash flow is
used to aggregate the O&Mbds over the lifetime of the syster(Metrick & Yasuda, 2011}t is a
commonly used method to assess the feasibility of a project, asset or business. The discounted cash
flow is defined in the following equation;

- 6Qb
6.QU 0 (18)

Where,O&Myis the discounted present value of the O&M costs over the set lifetireéhe discount
rate (%), nthe year forwhich is calculated, &&lM, is the O&M cost per year as calculated in Eq. 1

The user can set multiple variables within the economigleation, this is further discussed in
chapter4.4.2

4.3. Required data input

For the user to successfully operate the energy model multiple data sources are retumatie a

valid estimation. First, of all a Ghsap has to be uploaded providing all necessary data per parcel in
orderto make an analysis. Second, the meteorological data have to be adjusted collected by the KNMI
(Dutch Royal Meteorological Instituten@integrated in the model. Third, the hourly demand data
from the EDSN can be integrated, however this is optional the description of this data source is further
elaborated imMAppendix 2) EDSN Demand Profildse Gl$nap, and the meteorological data provide

the most important input for the optimization model.

4.3.1. GISmapping

To incorporate spatial constraints in the optimization of renewable energynologies a G&e ctor
map is integrated in the optimization. The @iaps are made available by the land regi¢kadaster,
2015) The GISnaps are downloaded as shaiées (.shp) so it isompatible with the Netlogo
environment. Additionally, the Gi@aps also contain information about the occupation, size and
address of the parcels
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Before uploading the Gi®aps in the Netlogo model some additions have to be made, this can
easily been doe with GIS software packages such as FME workbench, and-@§i|$he researchers
has to be sure that only the research are is presentedin the map, and delete all other parcels. This can
be done using FME workbench. Second, for the calculation oiggrnmatential of renewable energy
technologies some variables have to be integrated inthern@§, which consists atfhe available roof
surface, available free surface, vulnerable building, local roughness length, and local displacement
heightas describd in the wind atlas methodologyhis variable can be esbe added using the QGIS
software package.

Furthermore Tablell presents the required information, and table names in order for the model
to successfully extract the data from the shapefiles.

Tablell Attributes of the per parckin the GlSnap

Nr  Variable Type Example
1 ID rumber Integer 0,1,2,.N
2 Total surface area parcel Integer 2000 n?

3 Roof surface Integer 1500 n?

4 Available free space Integer 500 n?

5 Vulnerable building Boolean Oor1l

6 Local roughness length Integer Table9

7 Local displacement height Integer Table9

4.3.2. Meteorological data

The meteorological datais used to estimate the energy production of the selected renewable energy
technologies. The datais obtained from the Dutch Royal Meteorological Institute (KNMI), and is freely
available. The dataset consist of a tdie (.txt),before uploading some adjustments are required.
Redundant data needs to be removed from the file, with the purpose to keep the model clear. For the
energy production calculates only the average wind speeds per hour, and average solar irradiation per
hour ae required. These datasets need to be organized in two columns in ditekiefore uploaded

inthe Netlogo model, as presentediablel2 Another overview of thigata, and the sources of this

data are represented iAppendix 1) KNMI database

Tablel2 Example of the meteorologische data

Windspeed 0.1 m/s) Irradiation
40 0

40 0

50 0

X Xod
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4.4. User Interface

The interface is the representation of the research area, variables, and output, of the renewable energy

system. The mostimportant variables are integrated in the Intexfao the user caset the modelin
this chapter, the Interface will be elaborated using a case study.

4.4.1.

Overview

The interface, shown iRigure?, is structured acaaling to the relation to the model. Thgroupsare

defined as; the input section for data sources, the simulated annealing section, economic, technologic,
Wind Atlas Metlod, and output sectionThese groups divided using letters, and are elaborated in
chaper 4.4.2 Thegroupsconsist of variables which are from importance for these technologies, or
methods. The interface will be discussed using a case sAltlyariables are individually shown in

Appendix 4 Variables of the Energy Model
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Figure7. Overview of the models Interface
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4.4.2. Variables

The user can modify the settings of the model in order to influence the possible outcomes of the
optimization model As stated in chapte4.4.1all variables arelastered in multiple groups. In this
chapter all groups of variables are shown with the given value for a realistic analysis of tretudyse
G RS . Wdisig a&biiginess park located near the highways A2, and N279 in the municipality of Den
Bosch. Thedevelopmentis done with the help of a clear urban development concept. The large scale
business are located at the outer edges, and the medium and small scale are concentrated at the
centre.

In Table 13the variables corresponding with group A are described. These input windows are for
uploading the GFgnap (chapten.3.1), ard meteorological data input (chaptdr3.2 into the model.
Demand data is optional, but will not affect the optimization process.

Tablel13. Input monitors for the required datéA)

Variable Description Type

Parcel_map This is the input window for the shapefile (.shp) containing 1 Input window
research area

Meteorological_data Input window for the text file containing two columns. Fitis¢ wind Input window
speed, and second the solar radiation.

Demand_profiles Input window for the demand profiles as provided by EDS Inputwindow

(OPTIONAL)

In Table 14 the variables corresponding with group B are described. These include essential
variables for the simulated annealing procedure, total demand of the research area, and economic
evaluation.

The amount of iterations is set so that every parcah change its status one coolingdown
procedure. The cooling rate is set on a regular percentage of 584stah temperature is set on 360
and stop temperature o60. The economic lifespan of the system is set on the estimated lifespan of
the system, and the discountrate on 5%, which isa common number for the dis@iaig no specific
data is available.

Tablel4. Variables and values féotal demand & simulated annealing algorithiB)

Variable Description Type

Total demand Slider to set the total electricity demand of the area in kWh. Slider

Top percentage Slider to set the percentage of which the supply may exceed the en Slider
demand

Iterations Slider to set the amount of iterations per cooling period in t Slider

simulated annealing procedure
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Set_temperature Setting to seup the starting temperature of the simulated annealil Slider

procedure
Stop_temperature  Stop criteriafor the simulated annealing Slider
Coolingrate The percentage of cooling the temperature has each cooling di Slider

period (%)

Lifetime The amount of years over which the energy production, and costs Slider
calculated
Discountrate The interestate for depreciation of money Slider

In Table16 the variables corresponding with group C are shown. These variables are set using
literature research, visual obs@r- 1 A 2y &% | YR LINE Ruz®keNi &f thR ArkadzY Sy O |
boundary layer is set on 200 metdidillward-Hopkins et al., 2013aJThe blending height is set on
twice the average bilding height, due to a lack of data regarding buildings height, this value is set on
nn YSGSNE o6lFaSR 2y QAadzat 20aSNDFiA2yad ¢KS Kdzo
the WES 50 wind turbine. The dfetch, agigéirh are set on small bid surface as describedTiable
9.

Tablel5. Variables and values for the Wind Atlas Methodol 6@y

Variable Description Type
Height UBL The height of the Urban boundary layer often set on 200 m Slider
HeightBL The height of the blending height set 2 x average building height Slider
HeightHUB The height of the wind turbines hub Slider
Dfetch The displacement height of the fetch area Chooser
Zofetch The roughness length of the fetch area Chooser

In Tablel16 the variables are shown which correspond with group D. These variables are set based
2y GKS LINPRdJzZOSNRAa R20dzYSydaldAz2ys FyR O2yidl OG @A
found in Appendix 5) Specifications of Energy Technologiesording, to the supplier the costs of this
wind turbine for purchasing, installation, and trasstNIi | G A 2y A & - ad@tdeyyRarye o nn dn
O&M-costs are around 1.5% of the CAPEX. For tfetyszoning the values as sefiablelOare used.
In the case of th&VES 50 this is 45 m, and 90 meters, which results in 1.5 patch, and 3 patches.

Tablel6. Variables, and values for the Wind turbine se{p

Variable Description Type

Initial_investment_ The costs per wind turbinfr purchase, transport, and placement Slider

windturbine
O&M-wind O&M costs per wind turbine per year in % of initial investment Slider
Rated power The rated power of the wind turbine Slider
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Cutinwind speed The cutin speed of the wind turbine Slider

Rated windspeed The rated wind speed of the wind turbine Slider
Cutout wind speed The cutout wind speed of the wind turbine Slider
Safety zoning The safety zoning regarding vulnerable buildings Slider

(vulnerable build.)
Safety zone wind  Safety zoningo reduce interference between wind turbines Slider

turbines

In Table17 the variables are shown which related to group E. These variables are set based on
LINE RdzOSNDRa R20dzyYSy il GA 2y d a2 MBperxS)i $Spacifictons bfy F 2 NI |
Energy TechnologieAccording to the supplier,aBeng®\2 Rdzf S O2 & (-dorpgumdiBsing, R e ncp
and installation on a flat roof. For the O&bbsts no specifemount is specifiedalthough the modules
KFr@gS G2 0SS Of Sy SRX Fssetfolickaning, aBdtharingintdnangel FordaS 2 F
required surface the method of Notenbom@014)is used, which resulted in a square surface of 5.05
m2.

Tablel7. Variables, and values for treetupof the PV moduleéE)

Variable Description Type
Invest_modules The investment costper PV module Slider
O&M-pv O&M costs per module per year Slider
Module-efficiency  Module efficiency given in % Slider
Length of the PV Length of the module given in meters Slider
module
Width of the PV Width of the module given in meters Slider
module
Inclination Gives the conversion value to calculate the minimum dista Chooser
conversion between modules

4.4.3. Output

The generated outputis shown in multiple windows, and graphs shown in the Interface of the model.
These are shown as group F, G, and Higare7. The generated output is from importance for the
modeller to estimate the feasibility of the proposed configuratilorTable18the monitors are shown
which correspond with group F. The monitors shown the current state of the system, and its best state
ever found. These states are based on the costs per produced kWh.

The model minimizede costs of electricity for the whole area, and considering the operation
lifetime as shownin. The outputs for wind turbines are summarizedin, and the outputs generated for
PV array are summarized Trable20. The visualization of the output monit®are represented in
Appendix 4 Variables of the Energy Model

59



Table18. Monitors for output generation overall costs of energy per configuratien

Monitor Description Value
BestCOE Displays the lowest cost of energy of the entire system over the lifetime foL € K 1 2 K
New-COE Displays the COE for the némund configuration over the lifetime €EK1?2K

CurrentCOE  Displays the COE of the latest accepted configuration of the energy systen € Kk {1 2 K

In Table19 the monitors are shown which correlate with group G, also the graphs are part of these
outputs. These monitors shown the amount of technologies installed, O&M cost per technology, and
energyproduced per technology per year, and per lifetime.

Table19. Monitors for output generation per renewable energy technold®)

Monitor Description Value

Number of wind turbines Depicts the number of installedrenewable energy Pieces
PV modules technologieson the research area
Investment wind turbines  Displays the total investment costs for thenewable energy €

technologies
) . . ekeSI N
O&M costs wind turbine Displays the total O&M costs of theenewable energy
technologiesin one year
Wind energy production Displays the total energy produced bgnewable energy kWhiyear
technologyper year

Costs per kWh wind Displays the costs per produced kWh over one year exkl?K

In Table 20 the total values are represented, these correspond with group Higure7. These
monitors shown theotal costs, and electricity production of the proposed configuration of renewable
energy technologies.

Table20. Monitors of the total costs, and production of proposed configuratfbi)

Monitor Description Value
Total production Displays the total production of the configuration on a yea kWh
bases.

Total production over Displays the total production of the configuration over tl kWh

lifetime total proposed lifetime

Total Costs over lifetime Displays the total costs of the configuration of

Besides these output monitors also a tefiié is composed from the final configurationregisting
of the locational data, production, capitabsts, O&Mcosts per allocated renewable energy
technology.These tables are representedAppendix § Output simulations
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4.5. Scenarios design

C2NJ 6KS OF&aS aRS . N}yRé Ydzf GALIX S aOSBwideNdkhgea | NB
model. For this reason three scenarios are developed based on realistic options for future events or
designers decisions.

First, the50 kWis tested. The variables in this scenario are set to fimabst likelyresult for the
renewableener§ O2y FAIAdzNI GA2Yy 2y GRS . NIYyRéd ¢KS asSozy
choice for wind turbine type. In this scenario a larger wind turbine is proposed with a higher rated
power output, and also a higher rated wind speed. In the third scerta@é@assumption is made that
the costs for a PV module strongly drops over the nextfew years, and a decrease in capital costs for
PV modules is made.

The models is tested using three different scenarios, which could happen in the near future. A basic
descriptionof the scenarios is given rable21

Table21 Basic description of scenarios

Nr Name Scenario Basic description

1 50kw Consist of a 50 kW wind turbine, and a PV module with 19% efficiency

2 100 kW Wind The 50 kW wind turbine is replaced with a 100 kW wind turbine which costs n
Turbine the same

3 Drop inCapital The capital costs of PV panels drop with 15% due to increase in production effic

Costs PV

The results of this analysis will provide insight in the feasibility, and configuration of an energy
system on the business premises5 S . N} yYRé > |yR (GKS 2LISNIidA2y 27

4.5.1. Simulations Results
The same type of data output is generated for eachnario, described in the previous chapter. The
outputs of the scenarios will be discussed in this chapter.

The scenarios do not interfere with the operationasfergy model, and the process of finding new
solution. The proof of this can be seenkigure8. The process of finding new solution show a
comparabldines, and also show the acceptance of worse solution, to avoid getting stuck in local
minima
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Progress of the Costs of Energy
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Figure8. The progress of the Costs of Energy per configuration

The rapid decrease in COE can be explained by the design of the algorithm. When a technology does
not contribute to lowering the overaltosts per produced energit, will be deleted from the
configuration. Furthermoref-igure8 shows use that the model accepts configuration which do not
resultin a lowering of the COEor finding a neveonfiguration no cap on thenergy production is
AYLX ASR® ! OFLI Aa AYLX ASR K2 g Sepndsssfdindingtiey RA y 3
GoSaidé a2zt dzi FRuyfed Nhis pleldiisite gossthiltty thaya system is proposed which
produces an overload of electricity.
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Progress of Best Costs of Energy
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Figure9. The progress of the acceptance of a new best configuration
InFigure9it can be seen that a great number of iteration before finding a solution which complies
with all constrainsThe foundconfiguration for the three scenarios are representedaile22. Each

of these results are more detailed representeddippendix § Output simulations

Table22. Results othe three scenarios

Variables 50 kW 100 kW  wind PV module cost
turbine drop with 10%
eKl12K 20SNI f ATSGAYe nZmuHcp €0,1265 € NIMMTC

Number of wind turbines installed - - -
Capital costs Winturbines - - -
O&M costs Wind turbines per year - - -
Wind energy production (kWh/Year)

Number of Solar PV modules installed 7136 7168 7132

Capital costs PV modules € 0Py T Pp €4.003.800 ceodcnegpdn g
O&M-costs PV modules per year € 777.727,02 € TYMOPHMND €eTTTDPHDIOMZ
Energy production PV modules 2.509.639 kwh 2.520.893 kWh 2.508.232 kWh
Energy production per PV module 352kwh 352kwh 352kwh

Total costs ovelifetime eENdPTcpPHC endPTypPdPamMme ndPnHC Do

Total produced energy over total lifetim 37.644.582 kWh 37.813.392 kWh 37.623.481 kWh
Allocation Output Appendix 7) Output Appendix 7) Output Appendix 7) Output

simulations simulations simulations
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Analysing the results it becomes clear that the fb#ity of wind turbines on the business premises
are not feasible according to this energy model. This can be explained by the low average wind velocity
2y (0KS o0dzaAySadaa LINBYAASE 2F GRS . NI YyRéEdD ¢KS FSI
rich environment.

The found results for th60 kW wind turbine and the 100 kW wind Turbine case are almost the
same due the fact that Wind Turbines are rejected in this configuration, and there were no changes
which affect the performance of the PV modules.

Furthermore, the drop of 10% of the PV module overall gbsis only limited effect on the overall
costs per produced kWh over the lifetime of the system. This can also be seen in the process of finding
a new configurationfor the business premisepresented in, where all process of the three scenarios
are repesentedlt can be clearly seen that the valuesfor kW and 100 kW wind turbine case do
not differ much.

Businesses on business premises are donated as large consumers, and thereby can purchase
St SOGNR OA G & T2 NThe InBesirgo&isf thescenayios faldhiNd chnfigkiration of around
enImm LISNJ LINPRdAzZOSR 12KXZ 6KAOK Olyy2id 02YLISGS 64

The model can also generate visual output which shows the location of the technology on the
business premises. An exampseshown inFigure10 where the green squares represent the PV
modules, unfortunately no Wind Turbines are allocated in this example. Furthermore, additional
output is generated this includes the location, number, production, capital costs, O&M costs, and
overall costs perinalled technology. These outputs can be foundppendix § Output simulations

FigurelO. Visualization of the outcomef the 50 kWcasescenario
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